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Introduction

Digital technologies can promote productivity, dynamic growth returns, structural change and the implementation of sustainable development goals, but they also present new challenges. Some of these challenges – such as data extraction and commodification, rising costs of innovation, an influx of predatory firms and the loss of privacy – have received much attention in policy and academic debates in recent years (O’Neil, 2016; Abebe, 2019). Many commentators have suggested a wider framing of national policy to assert digital sovereignty in this new age, with stronger state regulation of the way the internet works to help realise the national and individual interests of citizens (Pohle & Thiel, 2020).

Put simply, such calls for digital sovereignty require governments to articulate a national vision of economic independence, development and personal freedom in the interest of their citizens. Yet this can be complex in practice. As countries around the world, both developed and developing, embark on policy-making exercises to exercise digital sovereignty, many important questions arise. What does economic independence and development look like in the digital economy? How can we define and balance freedom, at the national, economic and personal levels, within countries? Are states best positioned to define the interests of their citizens and, if so, what forms of participatory engagement are required? What are the implications of the ‘digital divide’, both within and between countries, for digital sovereignty? Is ‘digital sovereignty’ the best way to articulate and frame policy in the digital economy?

These questions assume particular importance in developing countries, for a number of reasons. First, the challenges associated with the digital economy – including data extraction, rise of predatory firms and increasing costs of innovation – have specific effects on developing countries. They manifest as growing knowledge divides, loss of comparative advantages in business, and technology-led unemployment. Second, weak institutions and, commonly, a low policy capacity to anticipate the influence of new digital technologies, undermine the ability of countries to effectively steer the process. Third, data inequality materialises in different ways in practice. Consequently, considering how the data economy interacts with different social and cultural norms to shape (or influence) linguistic and cultural exclusion, community identity is highly relevant to asserting digital sovereignty. In this process, important questions of data use and
accountability by actors – notably foreign firms, local firms and governments – arise, with important substantive and distributive implications at the country level (Fisher & Strienz, 2019).

Articulating a vision of wider development and personal freedom in such a context is crucial, but, at the same time, might require a bigger push and greater ambition on the part of countries. This is particularly because it will need a nuanced and differentiated approach that requires:

(a) identifying the core aspects of digital sovereignty that can promote national development objectives in policy and practice, while at the same time,
(b) striking the right balance between the economic value and personal value of data.

**Digital Sovereignty: Issue Identification**

The notion of digital sovereignty is by no means a new one, but one that has gained prominence in digital economy debates due to the emergence of new geopolitical alliances and actors, and the growing accumulation of power in large platform companies (Couture & Toupin, 2019). The ideological underpinnings of dominant narratives in this debate can be traced back, on the one hand, to normative principles of the rule of law, and the protection and preservation of human and constitutional rights of citizens (see, for example, Bria, 2015) and, on the other, to the need to re-establish the primacy of institutions, processes and guarantees, including the economic freedom for local companies to operate in the digital economy (Floridi, 2020; Polatin-Reuben & Wright, 2014). In July 2020, for example, the German government announced its intention “to establish digital sovereignty as a Leitmotiv of European digital policy” in its official programme for its presidency of the European Council.¹ In this context, digital sovereignty could be identified as a route to preserve and protect the constitutional rights and guarantees of European citizens and to control the platform economy to enable European companies to have sufficient freedom to operate.

But elsewhere, and particularly in the global South, there is little clarity on the term and its application. Arguably, reasons for this could include the fact that the notion of sovereignty itself remains relatively problematic in several ways in the global South (Kukutai & Taylor, 2016), but it could also stem from the fact that countries have viewed digital policy as a sub-set of their technology policies (see Budnitsky & Jia, 2018). This publication is one of the outcomes of the Virtual Research Sprint: “Toward an African Narrative on Digital Sovereignty”, which ran from June to July 2021. This Research Sprint, the first of its kind in Africa, was designed to focus on what

digital sovereignty could mean in the context of Africa, with the intent of extracting the key elements of a pan-African narrative on digital sovereignty. Key issues considered in the Sprint include:

- In the digital economy, how can citizens and states reassert control, to what end, and how? To this end, is digital sovereignty a useful concept and, if so, what could be the meaning and import of digital sovereignty in the global South, and specifically in Africa?
- Can there be economic autonomy and a break away from technological dependence without political autonomy on the one hand, and without data infrastructure and data control on the other?
- Can a collective capacity for states, individuals and communities to engage in technological development be created (Couture & Toupin, 2019) and, if so, how?
- Do current developments in Africa reflect, or build towards, a sovereign, pan-African vision for development and economic independence in the digital age?
- In such a vision, how can data extraction, data use and data re-use foster the creation of competitive advantage, innovation and technological learning, thereby enabling local businesses, creating jobs and promoting structural change in Africa?
- Building on that, what sort of relationships between citizens and states could enable such a developmental model?
- How can we frame a new discourse that factors in development as a central component of the data economy, taking into account the different starting points of countries as they enter and as they engage with data?

In grappling with these broader framing questions, the Sprint addressed questions related to linguistic and cultural heterogeneity in the internet world, and the need for a homegrown narrative on privacy, informed consent and data protection in the African context.

**The Research Sprint**
The Virtual Research Sprint was conceptualised and run from the University of Johannesburg, within the framework of the *Ethics of Digitalisation* project run by the Humboldt Institute for Internet and Society, the Leibniz Institute for Media Research, the Hans-Bredow-Institut, the Berkman Klein Center for Internet and Society, and the Global Network of Internet and Society Research Centers (NoC), under the auspices of the Federal President of Germany and with funding from the Mercator Foundation. The programme ran for eight weeks, with each week covering a substantive, thematic module. The modules were conceptualised to generate discussions on four key components of digital sovereignty in a ‘latecomer’ context:
Following a call for applications, fellows were selected through a rigorous and competitive process. The cohort of fellows was drawn from 14 different countries, and from a diverse range of disciplinary backgrounds, including law, social sciences, engineering, innovation studies, international relations and data science. Fellows were also drawn from different institutional backgrounds, such as universities, NGOs, the media, and both the public and private sectors. This mix of backgrounds and experience made for a diverse and dynamic group, transdisciplinary discussions and out-of-the-box thinking.

To facilitate productive engagements amongst the fellows, four working groups were created on the following issues, corresponding with the key components of the Sprint:

- Digital transformations for and in Africa (economic autonomy, technological change)
- Digital technologies for development in Africa
- Privacy and data governance models for Africa
- Data access and data equality for Africa.

This enabled the cross-fertilisation of ideas and the sharing of country-specific experiences, and also enabled the fellows to interact more closely in smaller groups. The discussions from the working groups fed back into the weekly deliberations in the main sessions, thereby creating dynamic feedback loops between academic research topics, policy and practice.

This Volume

This volume includes twelve pieces written by fellows in the Research Sprint. The first piece, by Adio-Adet Dinika in Chapter 2, focuses on digital infrastructure, including the contentious issue of who funds connectivity and the implications for digital sovereignty. Next, in Chapter 3, Ayça Atabey analyses the issue of data protection through a legal lens, evaluating legal frameworks governing cross-border data flows. In Chapter 4, Ngwinui Belinda Azenui considers digital technologies in the context of structural constraints on Africa’s development, and discusses how these technologies can form part of a structural change agenda. Benjamin Akinmoyeje’s contribution in Chapter 5 turns to the links between digital development and digital sovereignty and health, with a specific focus on digital health in the context of Nigeria.

Additional contributions by fellows are published as blogs, available at: https://digitalsovereigntyafrica.wordpress.com.
Boakye, explores the key issue of AI governance in Africa through a case study of Mauritius's national AI strategy. In Chapter 7, Emma Ruiters discusses the relationship between entrepreneurship and the digital economy, drawing particular attention to policy measures needed to support tech entrepreneurship. Chapter 8, authored by Faith Obafemi, connects the issues of digital inclusion, digital sovereignty and ‘smart cities’, putting forward a range of policy recommendations for smart cities stakeholders. In Chapter 9, Jacqueline Mwangi critiques received notions of digital colonialism and argues for a shift to a ‘people-centred’ narrative of digital sovereignty. Data privacy is the focus of Chapter 10, in which Michael Asiedu advocates for data access principles as a key priority for African countries. In Chapter 11, Oarabile Mudongo discusses the implications of digital ID as a digital sovereignty measure, especially in the post-Covid world. In the penultimate chapter, Chapter 12, Odilile Ayodele explores the global connectivity politics of Big Tech in Africa, reflecting on divergent perspectives and also considering the implications of the African Continental Free Trade Agreement (AfCFTA) for digital sovereignty. Finally, Chapter 13, authored by Sylvia Ndanu Mutua, grapples with the contentious issue of the role of AI in content governance and draws out the potential implications for African digital sovereignty.

These chapters thus engage with a range of topics on digital sovereignty in Africa, and offer a rich set of perspectives. They have a high degree of policy relevance and provide fresh insights into key issues relating to digital economies, digital transformation and data access in governance in Africa. The diversity of topics and standpoints, united around the common theme of digital sovereignty, reflects the range of the authors’ experiences and disciplinary backgrounds. While focused on Africa, the chapters are also relevant to developing countries more broadly. We hope that these contributions will stimulate further research in this field, while also having value for policymakers and other stakeholders. Ultimately, the volume seeks to contribute to developing a distinctly African narrative on the topic of digital sovereignty, a topic that is likely to become increasingly important in years to come.
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Introduction

That digitalisation holds massive potential for Africa is beyond question (Reiter, 2020). The McKinsey Global Institute’s (MGI) “Lions go digital” report highlights that “[i]f governments and the private sector continue to build the right foundations, the Internet could transform sectors as diverse as agriculture, retail, and healthcare – and contribute as much as US$300 billion a year to Africa’s GDP by 2025” (McKinsey Global Institute, 2013, p.7). In the wake of the COVID-19 pandemic, McKinsey and Company recommend that Africa accelerate its digital transformation by speeding up investments in digital infrastructure, improving access and creating an enabling environment.

The COVID-19 pandemic has not only exponentially pushed forward digitalisation but has also revealed the digital infrastructure disparities across the continent, thus making the need for massive investment in digital infrastructure even more critical. Digital infrastructure, in its broad sense, comprises the physical and non-physical resources essential for the use of data, computerised devices, systems and processes (Atkinson, Castro, Ezell, McQuinn & New, 2016). The components of digital infrastructure include, but are not limited to, the Internet, end-user devices (computers, phones), data centres, the internet of things (IoT), the cloud and software applications (Designing Buildings Wiki, 2021). This article focuses specifically on Internet connectivity (broadband).

Digital investment does not come cheap; the UN Broadband Commission for Sustainable Development estimates that Africa requires an additional US$109 billion in investment to achieve universal, affordable and high-speed internet access by 2030. Africa relies mainly on private funding for digital infrastructure. Vodafone, one of the most prominent investors in African telecoms infrastructure, spends around US$1 billion per year in upgrading its facilities across the region (Reiter, 2021). That is a significant amount just for maintenance, and means that the cost for construction and set-up is significantly higher. In the light of this, the most burning question then is, who is funding Africa’s digital infrastructure, and at what cost?

Who is Funding Connectivity?

Several non-African organisations have been rushing to provide Internet connectivity to the unconnected people in Africa. Most of this rush has been led by Google, Apple, Facebook, Amazon
and Microsoft, generally referred to as GAFAM (Benyera, 2021; Velluet, 2021). Facebook’s Free Basics is already present in at least 65 African countries (Nothias, 2020). Facebook is also leading a private consortium with seven telecom operators (China Mobile International, MTN Global Connect, Orange, Saudi Telecom Company, Telecom Egypt, Vodafone and WIOCC) to finance a 37,000 kilometre fibre-optic cable, called 2Africa, which will circle the continent and connect 16 African countries to the rest of the world. With an estimated cost of between US$500 million and US$1 billion, this project will become operational in 2023 (Dludla, 2021). Google has also launched Project Link, constructing a private cable connecting Portugal to South Africa, with a branch landing in Nigeria. The first phase of this project is set for completion in 2021 (Denis, 2021). In addition, Google has also announced Project Loon, which aims to employ high-altitude balloons to provide Internet connectivity (Sawers, 2017). Just like Facebook’s project, this project also makes Africa its priority.

Microsoft has launched its TV White Spaces project as part of its Microsoft Airband Initiative, which it claims will ensure that more people in Africa can have affordable Internet. Bluetown, another Microsoft Airband Initiative partner, provides affordable internet access to 440,000 people in Eastern Ghana (Abdella, 2020). The European Investment Bank has also provided funding to the tune of US$12.3 billion for digital projects in Africa between 2015 and 2020 (Denis, 2021).

Over the last two decades, the Chinese have emerged as a dominant force in the telecom infrastructure landscape in Africa. Approximately 50% of Africa’s 3G networks and 70% of the 4G networks were built by Huawei (Hruby, 2021). According to the China Global Investment Tracker, Chinese tech investments and contracts in sub-Saharan Africa between the years 2005 and 2009 were worth US$7.19 billion, with Huawei and ZTE dominating. China’s investment in Africa should be viewed in the context of its Digital Silk Road programme, which was launched in 2015 to invest in international digital infrastructure (Govender, 2021). The Digital Silk Road is itself a component of Beijing’s Belt and Road Initiative (BRI), a Chinese government white paper from 2013 (Szczepański, 2020; Triolo & Greene, 2021). The activities of private companies such as Huawei and ZTE, which initially were driven by profit maximisation, have also become enveloped in the Digital Silk Road (Triolo & Greene, 2021).

Thus far, Angola, Ethiopia, Nigeria, Zambia and Zimbabwe are beneficiaries of the Digital Silk Road project, with an estimated investment value of USD8.43 billion (Govender, 2021). In 2018, a study by the Infrastructure Consortium for Africa revealed that China had contributed about USD25.7 billion in infrastructure financing to African countries (Govender, 2021). It is important to note that this figure combines digital infrastructure and other infrastructure projects that go beyond the digital. In addition to prior investments in digital infrastructure, China’s Digital Silk Road project is
building an information superhighway meant to connect China, Europe and Africa, with the 15 000 km Pakistan and East Africa Connecting Europe (PEACE) expected to be completed by the end of 2021 (Nyabiage, 2021).

It is estimated that Africa needs at least 250,000 new 4G base stations and at least 250,000 kilometres of new fibre to achieve universal internet access (Fukui, Arderne & Kelly, 2019). The African Union, through AUDA-NEPAD, initiated the 10,000-kilometre Eastern Africa Submarine System cable and the Africa Coast to Europe cable connecting Gibraltar to South Africa and landing in countries in the Gulf of Guinea (Denis, 2021). While not comprehensive, this paints a picture of Africa’s digital infrastructure needs and the percentage of African funding compared to external financing. Further to this, it is also understood that at least 45% of Africa’s population is at least 10 kilometres from fibre network infrastructure, which paints a need for other types of internet connectivity (Fukui et al., 2019).

Implications for Digital Sovereignty

With the high number of investments being made to improve connectivity in Africa, it is clear beyond reasonable doubt that what is being obtained is a repeat of the scramble and partition of Africa, albeit this time led by private corporates, not countries. The most important question to ask is, why? Why are these private companies scrambling to provide “free” internet connectivity to Africa? Could this be a new form of colonialism? Scholars such as Rikap (2021) have argued that this is the rise of intellectual monopolies. Intellectual monopolies rely on their capacity to significantly and systematically monopolise knowledge, leading to them growing exponentially and swallowing any competitor. Facebook is a typical intellectual monopoly, growing exponentially and acquiring most of its competitors, such as Instagram and WhatsApp. To date, Facebook owns four of the most downloaded apps: Instagram, WhatsApp, Facebook, and Facebook Messenger (Shead, 2019). This has severe implications for African start-ups, who cannot reasonably compete with Facebook due to its sheer size and budget.

The fact that a few superstar firms are leading Internet connectivity in Africa is an indication of a rise in intellectual monopoly and digital colonialism (Rikap, 2021). Colonialism relied on predation, which was itself a direct relation of spoliation. Predation is being witnessed at a massive scale at the hands of a few superstar firms – the GAFAM, and Chinese firms such as Huawei and ZTE. At no other time in history has a small sector wielded so much power over the whole world; the power to monitor present behaviour and locations, and the power to predict the future behaviour and locations of individuals in all countries around the globe. According to Facebook IQ (2021), Facebook has 2.74 billion active users, meaning that Facebook literally knows where 35% of the world’s population is located and in what they are engaged.
What is more alarming is that, moving beyond questions of privacy and security, there are issues about freedom and control. Facebook can decide what can or cannot be posted and what topics will be allowed to go viral or not. Facebook’s free basics project fallout in India and its subsequent focus on Africa is evidence of its use of what Madianou (2019, p.9) calls the “use of disadvantaged communities and less regulated territories as testing grounds for data extraction and technological experiments”. It is vital to the view infrastructure financing by these external players in the context of the “new oil” obtained from this digitalisation, that is, data (The Economist, 2021). Data is the most valuable product of digitalisation. It is essential to consider the implications of external financing for digital infrastructure in the light of the data generated, and to not merely end at construction or setup. The lackadaisical approach of African leaders, where they leave these superstar tech firms to provide Internet connectivity and do as they please with the data collected from African users, is akin to blessing digital colonialism. Once Google pays for the Internet connectivity on the African continent, without clear agreements on where the data collected will be hosted, the adage “he who pays the piper calls the tune” becomes evident. The case for having African data stored on the African continent has far-reaching positive benefits, such as developing African data-storage innovations, employment creation and more control and oversight of data security and usage.

**Way Forward?**

Moving forward, there is a need for Africa to have a consolidated regulatory and investment framework. A lot of political messaging and talk has taken place. Despite the presence of the African Union, Africa remains fragmented, which is to the disadvantage of all African countries. The creation of the African Continental Free Agreement is a good starting point; however, further to this there is a need for Africa to come up with consolidated ways to negotiate with external investors so that negotiations take place with Africa presenting itself as a single block, with a population of 1.3 billion and a budget of US$2.6. Negotiating as one will ensure that Africa has a more significant bargaining position on the table, in contrast to the situation where a country like Zimbabwe negotiates with a company with an annual revenue several times larger than its GDP. One of the resultant effects of this is that the deals often put the African country at a disadvantage and lend themselves to abuse and a situation in which company executives can influence national decisions, thus undermining national sovereignty.

Pursuant to the point above, a united Africa, with a combined total of more than one billion people, can look inwards for its digitalisation agenda. A good example is how China has created digital applications such as Weibo and WeChat, ensuring its digital sovereignty, as all the data is stored in China. The applications operate on the basis of Chinese rules and regulations. Continued
use of externally created applications by Africans poses a severe threat to digital sovereignty, especially in the wake of the Facebook privacy leaks (Holmes, 2021). In addition, it also means large tech companies continue to operate on the continent without oversight, compared with other places where they operate. For example, following the Facebook data leaks, the United States Senate summoned Facebook CEO Mark Zuckerberg for a hearing (Perticone, 2018). The British and Canadian parliaments have done the same (Griffin, 2021). African leaders were conspicuous in their silence on this; after all, Facebook invested millions in improving digital infrastructure in Africa. In a separate case, the US Senate also voted to subpoena the heads of Facebook, Twitter and Google over issues to do with misinformation, bias and privacy (BBC News, 2020).

Strategic public-private partnerships (PPP) may be a viable solution to Africa’s digital infrastructure deficit. Instead of Africa relying on external players such as Google and Facebook to come in with their investments, there is a need for more scrutiny of the projects being brought in and the creation of PPP that are strategic and place the interests of Africa first. Critical to this are questions of data security, the use of that data, and the storage of the data. Strategic PPP may entail developing and manufacturing infrastructure on the African continent, with African personnel, and storing the data on the continent and not in the organisations’ countries of origin.

**Conclusions**

African leaders need to rethink the models for financing digital infrastructure. The current model, which sees large corporations come up with a “philanthropic” effort to provide Internet connectivity to unconnected Africans, needs more scrutiny. There is a need for more consolidated regulatory frameworks for African countries, fronted by the African Union and presenting Africa as a single entity, even though Africa is made up of 54 heterogeneous countries. Still, the fact is that, while the Internet needs of the countries may differ in depth, they are by and large the same. Africa will also stand to gain by acting as one united block than as a loose collection of small countries against giant corporations from outside the continent who answer to no one and have revenues bigger than some African nations.
References


The Economist. (2021). *The world’s most valuable resource is no longer oil, but data*. Available from: https://www.economist.com/leaders/2017/05/06/the-worlds-most-valuable-resource-is-no-longer-oil-but-data.


Introduction
Having an adequate legal framework for data protection is a necessity in today’s data-driven world. Such a framework needs to be used effectively as a foundation for the execution of the daily commercial activities of businesses, and to ensure that the data processed is freely transferred on a global scale (World Economic Forum, 2020). In Africa, transferring data abroad as a requirement of daily commercial activities and using technological infrastructures located abroad are not harmonised. Barriers to cross-border data transfers can have significant economic consequences in today’s data-driven world.

Debates
Although there are obvious benefits to cross-border data flows (World Economic Forum, 2020), there is a growing tendency to achieve data localisation practices (Ferracane, 2017). There are significant gaps among African countries’ legal frameworks for data protection (Gwagwa & Wilton, 2014; Makulilo, 2015). The lack of harmonisation in data protection laws among African countries and a reluctance to work with cross-border data transfers by enforcing regulatory restrictions on data flows can have economic consequences, since data has become the new oil of today’s world and is important for the digital trade/economy and international business (Casalini & López González, 2019; Manyika et al., 2016; OECD, 2019). The main debates around cross-border data transfers concern the lack of robust legal frameworks, perceptions of data localisation and sovereignty matters, and the realities of today’s data-driven globalised economies, such as tech industries that render cross-border data flows a necessity.

Perspective
The EU General Data Protection Regulation ([GDPR] Legislation.gov.uk, 2016; see also European Data Protection Board, 2020) was adopted to serve a dual purpose: to facilitate the free flow of personal data within the European Union, while preserving the fundamental rights and freedoms of individuals, in particular their right to the protection of personal data. The role of the Council of Europe’s (1981) Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data in international data transfers in countries outside of the EU can set a good example for African countries that want to enhance cross-border data flow regimes and help the digital economy ecosystem prosper in Africa. By looking at the examples in the EU and beyond in the context of Convention No. 108, and its amended version – Convention No. 108+ –
this paper aims to underscore that the economy can be severely affected by a lack of data protection laws or a lack of their effective enforcement.

A landscape of cross-border data flows is a must in a globalised world. Not having adequate legal frameworks that protect personal data might not only bear the risk of hampering the digital economy in any country, but it would also undermine individuals’ rights to privacy and data protection, which are recognised under many legal instruments. Having a robust data protection legal framework could open the doors for opportunities in today’s data-driven world. However, it may also hold potential risks that may exist to understand why countries lacking robust data protection legal frameworks (like the GDPR in the EU) tend to go towards requiring high standards, such as obtaining consent, or the potential reasons why they are inclined to favour data localisation practices and what legal and economic implications these can create.

If data protection rules are introduced or applied without having a true understanding of what lies at their essence, and without having taken other rights and freedoms that are recognised under international law into account, it could give rise to a situation in which we see data protection laws being used largely as a tool to impose fines, causing cumbersome procedures for data controllers. This could also make regulatory compliance unreasonably difficult in practice and cause the benefits of digital trade and opportunities that a data-driven economy creates not to be materialised (Ferracane, 2017; World Economic Forum, 2020).

Such undesired consequences could also have serious legal and practical implications for users’ rights and freedoms, not only in terms of data protection law, but also in other fields such as consumer protection law. The reason for this is that, when data protection laws are merely applied according to the letter of the law but not its spirit, data subjects/users may be deprived of a free online ecosystem in which many options and benefits can be offered to them. Overall, it is crucial to remember that cross-border data flows are not only about data protection rules, but they also have implications for human rights, consumer protection, and international and constitutional law. This is why a lack of a sufficient understanding of the realities, necessities and dynamics of the data-driven economy in a globalised world might have significant legal implications outside of the economic sphere.

---

3 The current Turkish DPA’s decisions can be an example to such a restrictive approach.
4 For the intersection between consumer protection laws and cross-border data transfer laws and policies, see, for example, Casalini et al. (2021).
The 2018 DHL Global Connectedness Index (DHL, 2018) indicates that African countries lag behind, with considerably lower averages of connectedness. Not much seems to have changed, as the 2020 index demonstrates that a majority of African countries are ranked at the bottom of the list (DHL, 2020). Africa could benefit from opportunities by investing in taking steps towards digital development (including, but not limited to, the introduction and effective implementation of legal frameworks) that would foster the digital economy and protect individuals’ rights and freedoms. Data-driven technologies present a chance to open new doors for fast economic growth, innovation, job creation and access to services that would have been unthinkable only a few years ago (World Bank, 2020). However, despite these opportunities, there is also “a growing ‘digital divide’, and increased cyber risks, which need urgent and coordinated action to mitigate” (World Bank, 2020). There are some recent developments in Africa in the context of data protection laws, yet they do not seem to be sufficient to have a robust application of the frameworks that is similar to the European context, which has the GDPR and Convention 108+.


Yet, there are uncertainties as to the effectiveness of a harmonised framework as there are significant differences among the countries’ legislations in Africa. Also, the current practices seem to have a favour towards data localisation practices. In 2014, Nigeria enacted the “Guidelines for Nigerian Content Development in Information and Communications Technology (ICT),” that set out some restrictions on cross-border data transfers and required that all subscriber, government, and consumer data be stored locally (Cory, 2017). In 2016, Kenya published its National Information and Communications Technology Policy draft, aiming to update the government’s efforts to modernize ICT-relevant economic policy (Cory, 2017).
Despite the many mentioned benefits of data localization, it also has significant costs (Bauer et al., 2014). Accordingly, experts argue that broad data localization requirements would pose a threat for Africa’s global competitiveness and economic development (Kayihura, 2020). Africa’s future in a data-driven world might depend on harmonisation of the modernised laws that provide adequate protection of personal data while allowing cross-border data flows (Kayihura, 2020).

An example can be given from the Internet of Things (IoT) ecosystem, which is believed to have positive effects for both advanced industrialised economies and emerging economies. Data localisation practices, on the other hand, are expected to have a significant negative effect and to undermine GDP growth, employment, trade and investment in the context of IoT (GSMA, 2021). Data localisation is also argued to have a considerable negative effect on employment, causing job losses, for example around 182 000 in South Africa (GSMA, 2021:3).

A study by the European Centre for International Political Economy (ECIPE) on the economy-wide effect of data localisation and data protection laws in the European Union points out diminished innovation and productivity and finds that restrictions on the movement of data can result in “a major misallocation of resources and threaten the continent’s productivity and competitiveness” (Bauer et al., 2016). In the African context, data localisation practices could have even more serious effects if they proceed in a manner “unlike [that of] the European Union, [as] the African continent lacks a common and enforceable data protection regime” (Kayihura, 2020). Today, many African countries lack a unified data protection legal framework and, where relevant, rely on civil, criminal, and constitutional laws and individual rights of privacy (Kayihura, 2020). As mentioned before, African countries currently have different pieces of legislation that are not aligned with each other.

Fifty-four percent of African countries have specific data protection laws, whereas 17% are in the drafting process, and 30% of them do not have any specific data protection law (World Economic Forum, 2020). The fragmented legal landscape of data protection in Africa is likely to make regional or international cooperation difficult. Therefore, it might be beneficial for African countries to enact robust national data protection laws and then become part of a harmonised framework (continental, regional or international) (World Economic Forum, 2020). Moreover, having a robust data protection legal framework in place is aligned with the concept of digital sovereignty, as it would allow individuals to have control over their data (Vahisalu, 2019). In addition to the economic and data protection (individuals having control over their data) aspect, laws on cross-border data transfers are also important for the fight against cybercrime. Data sharing enables secure data sharing and helps stakeholders in the fight against online crimes, with a focus on legislation and law enforcement relating to abuses such as cybercrime, fraud and harmful discrimination (World Economic Forum, 2020).
Implications
Legal frameworks for data protection and the use of data are driving or shaping many aspects of our economies and societies. In an increasingly data-driven and globalised world, businesses have become reliant on the seamless flow of cross-border data transfers. Transatlantic data flows play an important role in the world’s economy, and African countries are no exception to this. Innovation, data-driven economies, and transatlantic trade are facilitated by cross-border transfers of data. This is because global commerce and digital trade are enabled by the free flow of personal data (Casalini et al., 2021; US Congressional Research Service, 2020). Restrictions on the cross-border transfer of personal data could put commercial life and the overall economic state in Africa to a significant test. In the global digital age, where significant amounts of trade and commerce take place online and across multiple jurisdictions, cross-border data transfers are necessary for a dynamic economy (Singh, 2017).

In its report, the UNDP (2021) highlights the role geopolitics and other challenges play in the fragility of the international system. The report underscores protectionism and nationalism, and there were several different aspects that had negative impacts around the world. It further argues that there is a need for “data to flow across borders to drive industries, opportunities, and sectors” (UNDP, 2021). Establishing an adequate level of data protection through robust legal and policy frameworks is crucial. African countries should have adequate national legal frameworks in place to allow data subjects to enjoy their right to data protection and privacy. Cross-border data transfers should generally be allowed, although with potential exceptions including for sensitive personal data (e.g., personal data about one’s sexual orientation, political views, health, etc.). Transferring such data should be subject to an additional legal basis, such as the explicit consent of the data subject.

There are different reasons for countries’ efforts to regulate data flows. On the one hand, it could be to protect the privacy of individuals and their personal data. On the other hand, countries could restrict the cross-border data flows or require that this data “be stored on local (domestic) servers, in order to meet other regulatory objectives, such as access to information for auditing purposes” (López González, 2018). Governments could also adopt a restrictive approach towards data flows when it comes to sensitive personal data or sensitive information when looked at from a national security perspective. Yet several countries have also been observed to be increasingly regulating data flows with the aim of “helping develop domestic capacity in digitally-intensive sectors, as a form of digital industrial policy” (Gonzalez, 2018).
Once countries take steps in their own national legal frameworks to ensure data protection, establishing effective cooperation among African countries on a supranational level might be triggered. It is also important to note that the introduction of robust laws is not enough. There is a need to strengthen enforcement authorities to be able to implement these laws in the best possible way and to encourage inactive or non-operational authorities to be proactive (Ademuyiwa & Adeniran, 2020). Cooperation on issues relating to cross border data flows does not have to be limited to a regional context, it can also be strengthened by considering being a party to the other frameworks such as the Convention 108+ in the EU. Different options should be considered to explore the best option and an impact assessment should be carried. Such cooperation would ensure more certainty and trust for data protection, which could have a positive effect on the digital economy in Africa. African countries could explore the possibility of reaching an agreement on the adequacy of other countries’ data protection frameworks where the respective legal frameworks provide adequate protection for the protection of data. Although having a harmonised and robust data protection legal framework could be a difficult task for African countries, when realities and opportunities are taken into account in today’s data-driven world, we could say that it is worth it.
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Introduction

The use of digital technologies and internet connectivity, commonly referred to as the fourth industrial revolution, has grown very rapidly in Africa in recent decades. The fourth industrial revolution has two components: progress in the integration of physical capital, and digital production and consumption. In essence, the recent revolution is about digitalisation and the integration of digitisation with physical production tools, such as sensors, artificial intelligence (AI), big data analytics, robotics, and the internet (Naudé, 2018).

When information is converted into digital formats that can be processed by a computer, this opens multiple opportunities, especially in e-government, finance, access to knowledge, and global connectivity in general. However, if not adequately regulated, the real risks – including inequality of voice and income, invasion of privacy, monopolisation, limited data control, less secure employment due to robotisation, and tax evasion and avoidance – would greatly outweigh the benefits (Stiglitz, 2019). For example, Twitter set out to democratise publishing, but those with money can dominate through bots. Therefore, it is worth paying attention to the relevance of these changes in growth and development, and in the protection of digital data and the rights of citizens in Africa.

Africa has the potential to tap into the opportunities and benefit substantially from the digital age but needs to pay attention to sovereignty over its own digital data. This would enable Africa to protect its citizens from manipulated media and ensure democratic participation. In addition, to achieve sustainable growth in the digital age and overcome the difficult problems posed by new technologies, African countries need to overcome structural constraints, build reliable institutions, and build capacity and capabilities that would enable its economies to absorb and utilise the opportunities that new technologies create.

Debates

Summary of Main Debates

Many scholars believe that digital transformation and connectivity are a sure-shot route through which African economies can emerge and leapfrog during the fourth industrial revolution (amongst others McAfee & Brynjolfsson, 2017; Newfarmer et al., 2018). There is evidence that
digitalisation has positive implications for education, finance and ICT applications in agricultural development (Angus et al., 2004; Friederici et al., 2017; Lokeswari, 2016). Specifically, there are many success stories in Kenya and other African countries in the area of digital payment systems. However, other scholars are not so optimistic due to the structural constraints that are still a main concern in many African countries (among them Naudé, 2018; Rodrik, 2015; Stiglitz, 2014, 2019). Their major concern is the means through which African countries will utilise new technologies and evolve their economies without transitioning from an agrarian economy to manufacturing and other industries. Scholars see digital inequality that stems from unequal control over data as a major problem for economic development (Fisher & Streinz, 2021).

**Structural Change and the Role of Manufacturing**

Sustained development requires the transformation of the structure of an economy as a concomitant process of growth, as asserted by the old structuralists and recent development economists, including Maddison (2001), Ocampo (2005), Rodrik (2015), Stiglitz (2014), among others. In other words, changes in the structure of the economy are necessary for economic growth and development, and structural change is not just a by-product of economic growth. Evidently, today’s developed countries and developing countries experiencing growth miracles in Asia have historically moved away from traditional societies towards modernisation: a transformation of their economies first from agriculture to manufacturing or other industries, and then to services.

Basically, a reallocation of labour from a lower-than-average productivity sector (such as agriculture) to high-productivity activities (such as manufacturing) leads to higher average productivity levels, called the static effect of structural change, and raises average productivity growth over time, known as the dynamic structural change bonus (Kaldor, 1957; Verdoorn, 1949). Successful structural change has been associated with manufacturing and other industries because manufacturing and labour-intensive industries have the capacity to absorb excess labour and have positive externalities (Rodrik, 2016; Szirmai & Verspagen, 2015). Other mechanisms through which manufacturing serves as an engine of growth have been established around dynamic economies of scale, learning by doing, as well as direct and indirect backward and forward linkages between manufacturing and other sectors (Azenui & Rada, 2021). Therefore, how are African countries planning to emerge in the digital age without manufacturing and basing such emergence on commodity trade and new technologies that are not sourced in Africa? What structural constraints impede this emergence?
Structural Constraints in Africa

The main structural impediments limiting Africa’s ability to actively and democratically participate in the digital economy include poor infrastructure, weak and unreliable institutions, limited financing, and limited data. According to Stiglitz (2019), what separates developing countries from developed countries is not just a disparity in resources, but a disparity in knowledge and institutions. Good infrastructure and dependable working institutions – that enforce laws governing the proper treatment of data and digital assets and that facilitate growth – are the foundation for investment and business growth, and the backbone of digital sovereignty. This would enable African countries to absorb the benefits of digitalisation. For instance, if internet or connectivity reaches the poor and underprivileged in villages without electricity or food, how would such indigenes charge their phones or feel the need to manipulate the internet if they are hungry or have no lights? Evidently, despite rapid growth in internet connectivity in Africa in recent decades, the growth miracle and leapfrogging are farfetched ideals.

Small and medium-sized businesses are the foundations and drivers of growth, and most entrepreneurial start-ups need capital. Without financing, business ideas cannot be realised, and so limited financing poses a great challenge. Finally, data in most African countries are collected and managed by international organisations and multilateral industries, which do not own or have data centres locally. For example, some African government officials still use Gmail and Yahoo accounts, and the servers of such accounts are managed by the United States and other Western countries. African researchers get most secondary data about African countries from the United Nations, the World Bank World Development Indicators or from the International Labour Organization (ILO). How then can we talk about protection and digital sovereignty when we do not own or have control over our information?

Perspective

It is puzzling to see the widespread ideology or ambition among young Africans who believe that digitalisation and connectivity would serve as an instrument to achieve a wide range of social and economic development goals in Africa. African countries are going to miraculously transition from an agrarian to services economy, with high productivity and high value-added, regardless of invasive economic and structural constraints. I think energies rather should be geared towards the following: the application of new technologies in agriculture to improve agricultural productivity and reduce the reliance on land; the use of artificial intelligence and robots to supplement workers in industries; the structural transformation of African economies to labour-intensive industries and services; the ownership and protection of African data and digital assets in the internet age that translates to digital sovereignty; and active participation in the discussion and development of new technologies by African countries.
There are many questions that linger when digital transformation, digital sovereignty, and its application in African countries are discussed and implemented by researchers and policymakers. How does digital transformation translate into the structural change and growth of African economies? What is the role of the manufacturing sector, and can African economies emerge in the digital age without developing a solid manufacturing sector, given that manufacturing is the engine of growth – as postulated by the Kaldor and Verdoorn law, and as shown by the development pathways of developed countries in the West and Asia? If manufacturing has a role, what types of manufacturing industries are best suited for Africa? How about skilled and high value-added services? Many scholars on Africa generally agree that African countries need better policies and institutions to reap the benefits of globalisation and digitisation. Exactly what policies and institutions are needed, and how do we ensure that all that talk turns into real action? How do we design policies for Africa by Africans, taking into consideration evidence from African countries? Where are priorities such as electrification and poverty reduction? How do African citizens, especially marginalised communities, control their freedom against manipulated media in the digital age? How does the entrepreneurial start-up scene participate in the digital age by using new technologies for their growth, and how does that translate into development? The list of these questions continues when digital sovereignty and the use of new technologies for development in the African context are considered in the midst of structural constraints, colonial history and power dynamics with the West.

**Implications**

Well-defined rules and policies, as well as institutions to enforce the rules and protect the rights of citizens, are necessary for Africa to reap the benefits of digitisation and innovation. It is important for policymakers to bear in mind that new technologies expand possibilities, but often lead to a new equilibrium with more inequality. Therefore, Africa has to revise its strategies and focus on basic important targets, such as collecting and protecting its own data, drafting practical regulations for digital technologies, or finding practical ways to tax the digital economy, alleviate poverty, and change the structures of its economies, especially resource-based economies.

The starting point of regulation for Africa is data ownership. Currently, most of Africa’s data is collected and owned by international organisations and foreign multilateral firms. The privacy issues related to such foreign ownership of local data are enormous. Africa should strive to achieve data sovereignty through data localisation and the creation of data centres in Africa. Put differently, African governments need to establish laws and governance structures within Africa, and pass data sovereignty laws around the storage and control of Africa’s data. Therefore, if Africa wants to participate actively in the digital age, it must have sovereignty over its own digital data.
and discuss its colonial histories and power dynamics that are being maintained with Western countries in the global North. Bonilla (2017) asserts that sovereignty should be questioned because it is rooted in the Western history of colonialism and imperialism and still deeply encoded in the structures and discourses of international law. This colonial history has been one of the main setbacks for structural change and economic growth in Africa.

It is obvious that more organisations are aiming to help Africa design its policies without taking into consideration evidence from Africa, which leads to inadequacy in foreign support. For instance, the Washington consensus and/or the structural adjustment programme designed by the IMF for African countries failed due to inadequacies in design and implementation. Particularly, Cameroon suffered from its effect for about two decades. However, the IMF and the West alone cannot be blamed for the failure of these programmes; dictatorship, tribalism and weak institutions are strong forces against any such programmes for Africa. Africa’s solutions to African problems will be ideal, but I think the sponsors always worry that their money would be embezzled. So, sponsors try to advise and direct projects using their methods, which have not been tested in the African context.

The education of indigenes and citizens during the digital age helped the underprivileged find a voice and speak up. This enabled citizens to control their freedoms against manipulated media and to participate democratically. For example, in a remote village in Zimbabwe, villagers used toilet holes (latrines) dug by an NGO to store grains. Such situations could be avoided if local communities are taught the purpose and functions of the amenity. Teaching locals about their privacy and rights is therefore essential in helping them have a voice.

Last but not the least, government intervention through sectoral, industrial and regulatory policies is necessary to direct innovation and digitalisation. States should set rules that govern the use of digital technologies and enforce them. Rules should aim to protect the rights and privacy of citizens and ensure transparency. Intervention must target aspects of the digital age that facilitate the development of productive capabilities and capacities, ease macroeconomic and structural constraints, as well as shape and direct structural transformation (Azenui & Rada, 2021). To reiterate, digital and structural transformation should go hand in hand with regulations to avoid destructive effects.

New technologies and innovation offer enormous opportunities in education, finance and increasing productivity in agriculture, but Africa has to be wary of the threats these technologies pose in terms of digital sovereignty, cybercrimes, increased inequality and labour-replacing robots, and thus increased unemployment and vulnerability to global shocks. Africa needs to lead
and direct its own economic, structural and digital transformation process, paying particular attention to and understanding how technology interacts with the institutions, socio-economic structures and informality that exist in African countries.
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Introduction
About 80% of health data platforms in Nigeria are hosted in the cloud, which is based outside the territory of Nigeria. This is according to observational data derived from discussions with digital health experts in Nigeria (Report Linker, 2021). The proverbial saying, “health is wealth”, dictates that having good health is as important as acquiring riches, and development is strongly tied to the wealth of a nation or an individual. In recent times, data also has become the new oil, according to a publication by The Economist (2017): this is synonymous with the new wealth. The important point here is that our health and data are valuable, and more valuable when you combine the two. This article asks the question, where is the health data of many African countries (e.g., Nigeria) located, and what are the implications of that location for the sustainable digital development of the region?

The term digital development has been defined succinctly as the digital information technologies to improve community interventions towards social and economic development (ICTWorks, 2021), and the World Bank envisages digital technologies as a tool with a unique potential to drive economic growth by creating more services and jobs for the large numbers of Africa youths (World Bank, 2021).

Recently, digital health has been the buzzword (International Telecommunication Union, 2020) for a tool that can help accelerate most of the desired outcomes of these organizations’ investment in many of their sponsored interventions in Nigeria and other African countries. The World Health Organization defines digital health as “the use of information and communication technology to support health and health-related fields” (World Health Organization [WHO], 2019), whereby citizens can access healthcare over the Internet or via mobile phones. Hence, there is increased investment in ICT infrastructure to help developing economies leapfrog in areas with limited healthcare infrastructure, deliver quality healthcare, provide healthcare access to marginalised communities, and provide the needed data for decision making (DIAL, 2020; Ehimuan, 2021; Iacopino & Meloan, 2017; ITU Publications, 2021; World Bank, 2017).

Nevertheless, beyond investment and the adoption of ICT, the systems approach to the adoption of digital development should stimulate the overall strengthening of the entire healthcare system of Nigeria, as it aligns with the overall goals of the development organisation. However, with the
routine programme implementations approach being the mainstream method of implementing healthcare intervention, it is difficult to actualise sustained development in the region, especially in local digital development. One such is the local hosting of digital health data in Nigeria.

Main Debate on Digital Health

Limited Capacity: Nigeria’s information technology sector has experienced a drastic boom in the past ten years, starting with the Lagos start-up ecosystem led by the Co-Creation Lab (Ramachandran et al., 2019). The spread of the start-up fever has been viral. This growth has affected almost every sector in Nigeria. Entertainment, banking, agriculture and healthcare have benefited from the Nigerian start-up ecosystem, but the Nigerian health system can benefit from a more enabling environment (Ehimuan, 2021). However, most of the digital health interventions implemented in Nigeria have been by international organisations and, even when locally inspired, are still foreign-led. The foreign-led approaches have been a serious concern for local digital development advocates (Erondu et al., 2021). Interest in data science has gained popularity, and the creation of organisations such as Data Science Nigeria (2020) has helped accelerate the building of local skills, especially among unemployed Nigerian graduates. A new crop of talent can add value and bring quality insights from existing Nigerian health data.

In the immediate future, hosting on GAFAM (Google, Apple, Facebook, Amazon, and Microsoft) cloud centres may be cheaper due to the economies of scale for subscribers in Nigeria. But many years of investment by these big-technology companies in Nigeria to increase their capacity to harvest data from Nigeria have only increased the companies’ profits margins, and not Nigeria’s capacity to host her health data. In contrast, despite all the local challenges, local providers are still rendering quality services and building local workforce and capacities to support and innovate to meet the current data and future eHealth data needs (Onwuegbuchi, 2020). The common narrative is that Nigeria has limited infrastructure to support its critical health data (Cory & Stevens, 2020). It is challenging to develop the digital health capabilities in the country when the existing ICT infrastructure and skills developed in recent years are left without patronage and investment (Onwuegbuchi, 2020). International development organisations and NGOs with a mandate to support development efforts work in multiple countries, so it is economically viable to host in the international cloud. However, if they want to be true to their mandate they must invest in local efforts, such as local cloud service providers.

Sensitive nature of health data: The sensitive nature of health data requires adequate attention is paid to ensuring the integrity, protection, and security of the data, which is paramount. A breach of Nigerian health data can significantly affect the lives of many Nigerians, as there have been similar cases of data breaches. It was reported that there was a case in Singapore, in which HIV
patients’ details were exposed to the public (Leyl, 2019), and there have been unethical applications of AI algorithms to population health data. Finally, to encourage local cloud capacity to handle health data, government agencies and businesses collecting health data must make use of local cloud services to help develop their ability to manage health data, such as biometric data. The availability of data provides the needed information for improved health care for the population.

The patronage of cloud services in Nigeria will enhance digital development as these companies expand, especially for the underserved communities across Nigeria. Localisation provides the needed high-speed access to health data, irrespective of the region in Nigeria where it is required. Location is inconsequential: Ordinarily, customer agreements stipulate that host companies do not access data on their servers. However, health data is different from other types of business data; it requires special considerations, and a country should have proper control of its citizens’ health data. The new Nigerian “National Cloud Computing Policy” stipulates a second-level data classification for health data hosting in the cloud, but no details are provided on the handling of such data. The policy document only provides incentives to motivate the local hosting of health data, but no regulation to enforce this hosting (National Information Technology Development Agency [NITDA], 2019).

**Perspective**

Issues arise regarding the systems thinking approach in African digital development (digital health), as many of the interventions by donor agencies and development partners are focused on programme or project implementations, and this approach ignores other stakeholders or supporting systems necessary for the sustainability of the projects (Van Velthoven & Cordon, 2019). Jonathan Whiteside (2020), in his article titled “A Systems Thinking Approach to Digital Transformation”, defines the systems thinking approach as the holistic idea of “the whole being more than the sum of its parts”. Digital health interventions that require health data should consider direct functions and stakeholders, as well as indirect ones; the development organisations’ digital development interventions must be seen as part of a holistic process of development, and hence must be willing to support all the pillars that will enhance the sustainability of their programmes or projects in Nigeria. A typical example is the implementation of an electronic medical record (EMR) system in a health facility; it is not enough to just deploy the hardware, train the staff and leave. It will be wise to ensure that IT maintenance workers in the community are carried along, so that when there is a need for minor repairs, local IT professionals such as data analysts, software engineers and technicians can support the health facility. This collaboration can be extended to Internet service providers, power backup providers, and many other stakeholders necessary for successful digital development. The typical project
implementation only deploys technology solutions and expects local ownership by direct beneficiaries. These projects often become redundant once the support from the implementer stops. The engagement of a broader stakeholder group at every phase of the project implementation gives a sense of ownership that breeds sustainability and ownership by the community.

Also, localisation and sovereignty have largely been ignored. The localisation of health data allows for the development of local content and innovation. Easy access to data for research for local circumstances and sources in the case of disease outbreaks; thereby making national authority capable to manage healthcare crisis (Hansen, J. et al., 2021). Localization provides the opportunity for local values are given top priority in the creation of templates to collect health data, which ordinarily may not always be at the forefront of health data and digital development.

Data localisation provides requirements for the cross-border transmission of data. In law, it is also an issue of jurisdiction over data and where it is currently hosted. There are risks to having the country’s health data in foreign jurisdictions. One of such risks relates to legal implications, as in which laws will supersede when there is a contention – Nigerian law, or the host country law? Of the many digital health interventions currently making headlines in Nigeria, emphasis has been on the effect of the digital tools without some consideration for the implications of these interventions in data ownership, location and access. The proper clinical data ownership model is paramount in this season of scrambling for digital information or data occurring in Africa by big techs. The value of health data is being ignored, but health data will play a significant role in the future. Hence, it should not be harvested without the necessary controls or licensing agreements on its ownership. In most cases, data harvested from Nigeria or other part of Africa will help build models and algorithms in health systems that will be useful for the fourth industrial revolution. If proper ownership models or principles are not adopted, it may result in the digital colonisation of our health data (Coleman, 2019).

Most of the interventions follow guidelines such as digital development principles (Principles for Digital Development, 2017), which are copied or inspired by design principles from the UK (GOV.UK, 2012) and the digital investment principles launched in Berlin on 16 October 2018 (Digital Investment Principles, n.d.). Though the Principles for Digital Development well intended and good, it is important to pay significant attention to encoding African values such as Ubuntu, which share the principle of African humanism described as ‘I am because of who we all are’ (Mugumbate & Nyanguru, 2013), into the information communication technologies used for development tools to collect our health data. The inherent values will ensure that, when
innovations such as artificial intelligence are implemented, we are able to derive maximum benefits from such interventions without unintended consequences from existing biases.

**Implications for Policy or Future Research**

The current trend of hosting Nigerian health data on platforms hosted outside of Nigeria does not give adequate incentives for local digital development; it only makes Nigeria’s health sector a super user or consumer of western solutions. None of these outcomes align with the goals of many international development agencies working in Nigeria, nor with the digital economy transformation agenda of the present Nigerian government. Although the government’s policy documents support local cloud hosting services, these are yet to be enforced or operationalised. The policy implications of these ongoing trends will make digital development unachievable, especially in the health system, and there thus is a need in Nigeria for an urgent review of the templates used to approach digital development investments.

The governments of developing countries such as Nigeria that receive aid need to renegotiate the implementation of digital health interventions with the entire healthcare system in perspective. International aid agencies should be motivated to engage with local companies that can support the implementation of interventions. In this way, sustainable digital health development can be achieved.

The increasing profile of data as a vital component of future economic growth also demands that a nation desirous of growth must be in control of her own data, in line with data sovereignty and data localisation. Therefore, the necessary incentives or subsidies must be given to local companies to develop the capacity required to host country-generated content. Investments in data centres and other digital development infrastructure by international development agencies should be encouraged. Currently there are lots of initiatives, such as the Lagos cloud computing hackathon (Lagos State Science Research & Innovation Council [LASRIC], 2021), to encourage local cloud companies. The government of Nigeria must patronise local service providers, especially those who incorporate the principles of data localisation and sovereignty. Suggestions about a new business model for big tech companies in Nigeria are that they should encourage the establishment of their data centres either regionally or locally in Nigeria, and that they should help keep local data local, despite being foreign companies. In the future, useful research to conduct would be on the effect of foreign-developed digital platforms on African digital development.
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AI Governance in Africa: The Case of Mauritius and Lessons for Africa

Bridget Boakye

Introduction
Policymakers around the world now widely accept that artificial intelligence (AI) is not merely an abstract computer domain, but the most transformational technology of our time. Notably, Russian president Vladimir Putin said on the implications of AI that “AI is the future, not only for Russia but for all humankind ...Whoever becomes the leader in this sphere will become the ruler of the world.” This illuminates the high-stakes nature of the global AI arms race (Allen, 2017: para. 1).

The Covid-19 pandemic has further underscored the strategic importance of AI for governments. From assisting in contact tracing through mobile phone and geolocation data, to the development of new drugs and treatments, pandemic management, and economic recovery, AI has proven invaluable in the fight against the novel coronavirus and its variants (Oxford Insights, 2020). In fact, the pandemic has only accelerated the ‘AI revolution’. In 2016, PricewaterhouseCoopers predicted a 14% increase in global GDP in 2030 due to AI adoption. But early data from 2020 shows a more pronounced effect of the technology on the global economy, with jobs lost during the pandemic being rapidly replaced by AI (Semuels, 2020).

In Africa, accelerated digitisation due to the Covid-19 pandemic is supporting an ongoing expansion of AI in the private and public spheres (Gehl Sampath, 2021). Emerging evidence points to innovative AI-use cases across the continent, from agriculture, transportation, fintech, natural language processing and computing in Kenya, Nigeria, Somalia, Ghana and South Africa, to beneficial AI use in wildlife conservation, point-of-care diagnostics, government services, crop monitoring, water management and enterprise development in Uganda and Ethiopia (Gwagwa et al., 2020). Moreover, despite persistent challenges, new research points to a transformative “feminisation” of technology entrepreneurship in Africa, strengthening the case of a burgeoning gender, application and location-inclusive AI ecosystem on the continent (Gwagwa et al, 2020).

Questions on AI governance and ethics have also exploded in the public and private domains, fuelling debates among scholars and policy practitioners on data commodification, responsibility and morality, among others. These debates arise from four universal challenges for AI systems: bias and fairness, privacy, robustness, and explainability. To address these concerns, big tech companies and other private sector actors have released guidelines and frameworks in an attempt
to self-regulate. However, with the increasing prominence of AI systems, constant media buzz on harmful outcomes, growing disillusionment with Big Tech’s self-regulatory mechanisms in what scholar Ben Wagner calls “ethics washing” (Wagner, 2018:3), and glaring public discontent, governments around the world are taking a more active role in AI regulation, designing and publishing various policy instruments to govern its use. In one telling example, the OECD’s live AI policy observatory boasts more than 600 national AI policies and strategies from over 60 countries, territories and the EU (Oecd.ai Policy Observations, 2021).

These policy initiatives include landmark frameworks such as the OECD AI Principles, the G20 AI Guidelines, the Universal Guidelines for AI, UNESCO’s AI Ethics Recommendations, and the draft European Union (EU) AI Act of the European Commission. Like the EU’s General Data Protection Regulation (GDPR), the EU’s AI Act is a first-of-its-kind rule for AI and a major effort to provide a risk-based regulatory framework for AI that could have outsized global impact (European Commission, 2021).

In Africa, CNN’s report uncovering Russian troll farms in Nigeria and Ghana in 2020 and the exposés revealing the involvement of data-mining firm, Cambridge Analytica, in Nigeria and Kenya’s elections in 2007 and 2013/2017 respectively, have intensified the local debate on data protection and privacy and have catapulted Africa’s AI debate onto the international stage (Boakye, 2021b). Beyond privacy, scholars have identified Africa-specific ethics concerns within the broader ethical AI movement. Situated within the historical and socio-political context of Africa’s relationship with the West, concerns around “algorithmic colonialism” and “data colonialism” suggest that the import of Western-developed and/or controlled AI tools to solve social problems are often unfit for the African context and come at the expense of local solutions, reproducing and reinforcing colonial and neo-colonial power structures (Birhane, 2020; Couldry & Meijas, 2018). According to Birhane (2020:389), the “…West’s algorithmic invasion simultaneously impoverishes development of local products while also leaving the continent dependent on Western software and infrastructure”.

In one effort, an increasing number of African governments are developing data governance laws (28 countries as of 2020), a basis for AI governance and ethics, given the data protection elements in the AI governance and ethics debate (Gwagwa et al., 2020). However, very few AI-specific frameworks and regulations exist. As of 2021, Kenya, South Africa and Morocco had AI-related policy initiatives, but only two African countries – Mauritius and Egypt – had national AI strategies: an essential AI governance instrument (Oecd.ai, 2021). National AI strategies bolster national security, aid economic growth, ensure ethics and safety, and promote public wellbeing with
policies to steer the development and adoption of the technology to mitigate its risks and expand its rewards (Allerin, 2021; World Bank, 2021).

At the regional level, the African Union has also established a working group on AI with the mandate to craft a pan-African strategy and a unified African position on AI (Egypt Minister of Communications and Information, 2019). But beyond this scope, little exists that is defining, soliciting or engaging with African voices and perspectives on AI governance and ethics, especially in multinational fora. Scholars point to an entrenched tendency, an old age mistake of limiting technology regulation to languages, ideas, theories and challenges of the few, primarily the global North, at the expense of those in the global South (Gupta and Heath, 2020).

Debates on Africa’s AI policy gap are also intimately tied to increasing calls for African digital and data sovereignty. Cognisant of harmful AI-use cases and cautious of Western dependence and the side-lining of Africa’s voice in the global tech governance debate, some scholars and activists propose that African governments control their digital infrastructure and assets independently through data location, digital taxes, and national civil registers (Velluet, 2021). But, without proper recourse and checks on government authority, digital sovereignty – as loosely interpreted by some – threatens to stifle Africa’s nascent but burgeoning creative economy, fragment the internet into ideological camps, and disrupt global processes, norms and institutions that are intended to protect the economic, governance and social freedoms afforded by the open and free internet (Bennett et al., 2021; Boakye, 2021a).

But the trajectory of Africa’s AI governance narrative need not be either/or – purely externally controlled or internally restrictive. Mauritius’s AI governance approach provides a good counter-narrative to the prevailing notion of African dependence and lack of initiative and ownership in technology governance, specifically AI. The case study below examines Mauritius’s national AI strategy as a progressive, forward-looking Africa-led AI governance instrument that embodies global best practices while responding to the local needs and demands of its citizens. Moreover, Mauritius’s AI strategy demonstrates a new way of thinking about digital sovereignty: sovereignty based less on control, borders and closed systems, but rather based on unique national priorities, investment and socio-economic strategy. Ultimately, such a vision addresses existing structural inequalities that adversely affect Africa in the technology policy debate, without crippling its growing digital economies.

**Case Study: Mauritius’s National AI Strategy**
Mauritius, a small island country of about 1.3 million people, has long been a model of democratic governance and economic transformation in Africa. The country has the second highest GDP per
capita in Africa and, as of July 2020, had achieved high-income status classification by the World Bank. This was achieved through an export-oriented development strategy centred on the manufacturing of textiles and clothes in the 1980s, and on the offshore/global business development sector in the 1990s (Working Group on Artificial Intelligence, 2018).

The country has taken a similar frontrunner approach to digital transformation. In a recent interview, Deepak Balgobin, the country’s Minister of Information, Technology, Communication, and Innovation, shared that the country has “150% mobile penetration ... and more than 90% of the country has high broadband internet connection” (Prisma Reports, 2020). On digital policy, Mauritius is one of only six African countries that has ratified the African Union (AU) Convention on Cyber Security and Personal Data Protection since it was adopted in 2014. The country was also the first African country to release a national AI strategy, just a year after Canada released the first-ever national AI strategy in 2017.

Developed by senior ministers and advisors on its working group (WG) on AI, the country seeks to “create the first-mover advantage in AI development in [Africa]” through technology, innovation and skill development (Working Group on Artificial Intelligence, 2018). With a specific focus on AI adoption rather than development, the 70-page document explores three areas of AI governance:

1. Defining AI, benchmarking of AI strategies around the world, and a discussion of challenges with implementing AI in Mauritius.
2. Exploring potential applications of AI in strategic sectors (manufacturing, healthcare and biotechnology, fintech, agriculture, ocean economy, transport, and citizen services/government) to address existing challenges and create new solutions with Mauritius’s unique selling point in these areas.
3. Recommendations on the implementation of the strategy, including financial incentives for start-ups, bolstering regulatory frameworks on ethics and data protection, and establishing the Mauritius Artificial Intelligence Council (MAIC), the coordinating and project implementation and monitoring body for the country’s AI strategy.

While national AI strategies share common features, none are the same. For example, Finland’s strategy takes a bottom-up facilitative approach to build digital platforms and networks to drive AI development, while Canada’s take a government-led and funded research-centred approach in an effort to become the AI research and talent capital of the world (World Bank, 2021). Inspired by the World Bank’s recently developed Role of Government in AI heatmap (World Bank, 2021), the analysis (Figure 1) of Mauritius’s national AI strategy confirms a top-down, skills-first approach.
to AI governance. Noting the reluctance of public-sector adoption of AI, Mauritius’s strategy centres on government-directed initiatives in sectoral projects and AI talent development, funding incentives for start-ups, and developing an enabling environment for private sector implementation of selected projects through “adequate support, implementation capacity and clear and impactful deliverables” (Working Group on Artificial Intelligence, 2018:64). Other tools and instruments within areas such as scientific research and the entrepreneurial ecosystem are considered but, given their minimal relevance for (small AI talent for scientific research) and influence on the country’s AI and digital transformation vision at this time (the strategy acknowledges a plethora of existing initiatives to foster entrepreneurship not related to AI), have no dedicated policy initiatives.

**Figure 1:** Mauritius: Role of Government in AI Heat Map

The figure above is a tool from the World Bank’s Role of Government in AI report (World Bank, 2021). The scores defining the heatmap for Mauritius’s government in AI are not produced by the World Bank, however, but defined independently through an analysis of Mauritius’s AI strategy.

Mauritius has received high praise for its national AI strategy. While noting that rigorous analysis of and evidence for the strategy’s effectiveness are not yet available, the media point to speedy implementation of the WG’s recommendations, especially in skills development. The government has operationalised a Skills Development Programme for AI to accelerate AI training (allAfrica.com, 2019), is fully funding a new MSc programme in artificial intelligence at the University of Mauritius (Business Mauritius, 2020), and has made a budget allocation for its MAIC
(Le Defi Media Group, 2019). For its efforts, the country is now the highest-ranked African country on the 2020 Government AI Index released by Oxford Insights and the International Research Development Centre (Oxford Insights, 2020). According to Richard Stirling, CEO of Oxford Insights, Mauritius’ approach to AI is fantastic ... They have a clear strategy as to what they want to achieve. They are also bringing the private sector and academia with them. They have a council with all these sectors on them. They are investing in the skills, and they are thinking about how that can be transferred back into the industry. That’s amazing and that’s the perfect playbook (Retief, 2020).

Beyond vision and strategy, Mauritius ranks highly on the report’s newly developed ‘Responsible Use Sub-index’, a metric of nine indicators across four ethics pillars advanced by the International Development Research Centre and the Canadian government to ensure that governments not only develop and implement AI, but use it in a responsible manner. Of 34 countries covered on the ‘Responsible Use Sub-index’, Mauritius ranks 13th and relatively high across all responsible-use metrics: privacy (66.22), inclusivity (63.20), transparency (65.77), and accountability (65.20), suggesting an effective and ethical implementation of its AI vision, although little evidence exists.

Lessons and Implications for African Policymakers
Although the economic and socio-political context of Mauritius as an advanced digital economy and welfare state differs from the less-mature digital ecosystem and mixed economic model of many African states, its historical and geopolitical position, and current socio-economic challenges, are like that of many other African countries. As such, its national AI strategy approach and vision provide better guidance than those of other countries, e.g. Finland or Canada. Three lessons emerge for African policymakers:

1. The nascent stage of Africa’s digital economies and AI ecosystems should not preclude African governments from developing AI strategies and policy instruments for AI governance. Mauritius’s bold decision to publish a simple and clear AI strategy that is not merely aspirational but emblematic of where it is now, its challenges, and where it seeks to go is a behavioural approach that can help expand African technology governance perspectives and catapult its frameworks to the global stage. Although difficult to commit fully and implement a grand vision such as a national AI strategy, Mauritius’s early success in relation to key priorities is improving its AI readiness and catalysing adoption, moving from being ranked 3rd in Africa and 60th in the world in 2019 to 1st in Africa and 45th in the world in 2020 (Oxford Insights, 2020).

2. In manufacturing, ocean economy and transport (Kanife, 2020), many Sub-Saharan African countries face similar challenges – decreasing productivity in manufacturing, congestion and climate change – as those outlined by Mauritius in its AI strategy. African governments should
therefore seek to share strategy, projects and technologies through open policy discussions and clinics, and thereby foster intuitive cohesion among AI policies and positions developed across the continent. Supported by the AU Working Group on AI, such idea-sharing and discussion could be facilitated through a secure digital knowledge-sharing platform that is transparent and allows for public input.

3. Mauritius's national AI strategy is guided by the experiences of other nations, but not defined by them. While encouraging partnerships with global actors, including seeking foreign expertise on its MAIC, partnerships at the World AI Show and the Blockchain Summit, and MOUs with international networks, Mauritius’s national AI strategy is unique in its sectorial and socio-economic priorities. While maintaining many of the common features of national AI strategies, and adhering to international best practices such as aligning with the EU’s GDPR, Mauritius's AI strategy defines a path that is best for its people.

**Conclusions**

While AI has brought tremendous benefits to the world, it has also introduced profound challenges and questions, requiring government steering and regulation. In Africa, only two countries have national AI strategies, with that of Mauritius being the first. With increasing caution about Western-developed models of digital policy and the desire and need for homegrown and socially responsive digital policy initiatives in Africa, Mauritius’s embrace of AI to address its unique challenges, balanced against global best practices and collaboration, can be a good model for African leaders and policy practitioners looking to define Africa’s tech policy trajectory and narrative in this new era.
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African Entrepreneurship and the Promise of the Digital Economy

Emma Ruiters

Introduction

Entrepreneurship is often touted as a panacea for economic development in African countries, particularly by those who perceive the potential in the youthful population and rapid growth of African economies (such as the World Bank, OECD, UNCTAD, UNIDO, etc.). The rate of total early-stage entrepreneurial activity in Africa is 13.7%, but this varies significantly by country (Global Entrepreneurship Monitor (GEM) Report, 2019).

With increased interest in technology start-ups due to the influence of Silicon Valley and the growth of big technology companies, most contemporary digital economy strategies include an innovation and entrepreneurship thematic area. In 2020, 359 African tech start-ups received funding, while African tech start-ups received financial backing six times faster than the global average from 2015 to 2020 (World Economic Forum [WEF], 2021). However, only a few African tech start-ups transition successfully into mature companies. Moreover, venture capital (VC) investment in Africa suffers from relatively low average returns compared to other regions (Boston Consulting Group [BCG], 2021). For governments, discretion is required to assess whether these businesses are value-creating or value extracting, as this avenue of growth can be beholden to shareholder or market interests, which may be at cross-purposes to the long-term economic development of the country (O’Reilly, 2019).

On balance, improved entrepreneurial activity across African economies lends itself to greater sovereignty through localised innovation and its contribution to growth and development. Within economic theory, entrepreneurship has been intrinsically linked to innovation and growth by Joseph Schumpeter (1942), who identified the entrepreneur as a critical element of creative destruction and thus economic change. The entrepreneur carries this out through new combinations of existing technology or innovations. Thus, African tech entrepreneurship is promising as a source of innovation, growth and development.

Definition of Entrepreneurship

Entrepreneurship, the activity of setting up a business or businesses, taking on financial risks in the hope of profit, need not be focused just on start-ups; it can also be activities undertaken within a public sector agency or large company by an employee expanding into a new business area (Oxford Languages Dictionary, 2021). Entrepreneurship and innovation in African countries has
been driven by significant growth in internet penetration and mobile device access, with falling data costs. As Figure 1 shows, there are still significant gaps to an enabling business environment for African countries.

The Current Debate and Context
Wim Naudé (2019) asserts that African countries face a unique opportunity to grow manufacturing because of the convergence of 4IR technologies due to start-up entrepreneurship. However, there is a tension between innovation, capital accumulation and power. This is embodied in the argument of Andreoni and Roberts. They posit that there are power dynamics inherent in data management⁵ as a critical input to the modern innovation process, particularly for 4IR technologies (Andreoni & Roberts, 2020; WEF, 2017). In this space, developing countries are often unprepared to navigate the complex and dynamic environment that is the domain of multinational companies worth trillions of USD and other players who eye lucrative data flows (UNCTAD, 2019). If developing countries can harness these massive flows of data in the digital economy, but are unable to navigate the complex global environment, they may become mired in a “middle-income technology trap”. This term is described by Andreoni and Tregenna (2020:2) as “a specific structural and institutional configuration of their economies preventing innovation and domestic industrial development” due to exercises of power higher up the data value chain.

These debates are situated within the broader canon of innovation economics. Schumpeter argued that big business creates capitalist surplus, but entrepreneurs drive innovation (Schumpeter, 1942). This evolutionary character is not due to increases in population or capital, but rather through new consumer goods, new methods of production, improved quality of goods, new transportation methods, networks, materials, markets and new forms of industrial organisation (Schumpeter, 1942). Baumol (1996) added two more innovation drivers: technology transfer from countries with high adoption to new markets, and innovation in rent-seeking procedures. Here, contemporary authors have discussed digital platforms as new avenues of creative destruction: different types of platforms shape the processes of value creation, market power and value capture, and thus the process of industrial development (Kenney & Zysman, 2016) (Evans, 2016).

Outstanding Issues within the Academic Discourse
BCG’s (2021) report on “Overcoming Africa’s Tech Startup Obstacles” suggests that the relative success of tech entrepreneurs in Africa is due to the continent’s fertile environment of a growing, youthful population and the aforementioned growth in digital access, and the application of

---

⁵ This extends to data storage, aggregation, localisation in data centres, and data use by businesses and governments.
emerging technologies across both the private, i.e. financial services and energy, and public sector, in particular health and education. However, the business environment for start-ups prevents maturation into larger firms. These barriers include: low consumer purchasing power; complex and inconsistent regulations; inadequate data communications infrastructure; a fragmented marketplace of 54 countries; and scarce capital and digital talent (WEF, 2021). An additional risk factor is competition for African countries and businesses with large multinationals and domestic state monopolies. This crowds out domestic opportunities for local entrepreneurs to develop innovative technologies, products and business models (BCG, 2021). It is thus a matter of critical importance for broader African economic development and growth that entrepreneurship and innovative activity do not falter at the start-up stage, but include maturation, so that larger firms can contribute to domestic capital accumulation and compete in the highly complex international environment dominated by multinationals.

**Implications for African Entrepreneurship**

That said, key business enablers should be prioritised to ensure entrepreneurship is supported, but this must be done through a careful balance of both foreign and domestic power dynamics to ensure that development outcomes are attained sustainably. While start-ups can be innovative, the dynamics of commercialisation, finding new markets and scale-up mean that larger enterprises, like venture capital funds or development banks, are critical components of the process. This is often framed as a solely private sector-driven operation, but the example of the Brazilian Development Bank (BNDES), which is larger than the World Bank and structured as a federal public company associated with the Ministry of the Economy of Brazil, could be a potential model that is public sector driven (Pessoa, Samuel, Roitman, Fabrio, Ribeiro, Eduardo, Barboza & Ricardo, 2020). BNDES loans have been found to increase investment, employment and exports for small and medium enterprises. The Bank also appears to have positive effects on the economic activity and revenue of supported firms. The presence of government ‘counterweights’ or alternatives to funding from international MNCs or venture capital can be critical for ensuring that economic development is aligned with national objectives.

Ultimately, enablers for the digital economy and entrepreneurship extend beyond just investment. Figure 1 describes key business enablers for entrepreneurship ecosystems in the African context. This occurs along the six themes of Energy and Infrastructure, Enabling Regulation and Policy, ICT access, Markets, Labour and Skills, and Access to Capital.
Coordination
Governments can facilitate development through industrial policy such as subsidies, infant industry protection and constructing a well-functioning national innovation system. An example is Finland’s national innovation system, which was critical to the development of Nokia through a mix of public sector players such as parliament, SITRA (the Finnish National Fund for Research and Development (R&D)), the Ministries of Education and of Trade and Industry, universities and, of course, the private sector. Incredibly, Nokia was subsidised for 17 years before it became profitable (Lin & Chang 2009). Thus, through patient and sustained investment, policy, subsidies and extensive public-private sector coordination, the development of domestic market conditions can foster sustainable capacity building in targeted sectors.

Government strategic procurement of products and services from local businesses can be a supportive mechanism to ensure that emerging businesses have sources of demand. This could be through a digital application or platform, as digital platforms are key infrastructures for intermediating and shaping market transactions and ecosystem relationships (Mazzucato,
Digital Sovereignty: African Perspectives

Entsminger & Kattel, 2020). Local markets can become testing grounds for global competition, as practised by both Finnish and East Asian industrialisers. Once this has been achieved, governments can also support the sourcing of and access to new markets through investment-promotion agencies and other export development and promotion programmes.

**Enabling Regulation and Policy**

Policies that enable e-commerce growth, privacy and personal data protection, cybersecurity, competition policy, intellectual property protection, telecommunications and financial sector regulation are critical to supporting entrepreneurship, particularly in the digital economy. Government has a significant regulatory role, which it currently is not fully fulfilling in many African countries.

**Access to Capital**

While access to VC funding has grown rapidly, this often comes with shareholders and obligations. Due to the inequality of capital between developed and developing countries, this often means that local start-ups and businesses are beholden to the interests of foreign capital. These interests often are far more short term. At present, R&D as an expenditure of GDP is significantly below global averages in Sub-Saharan Africa (SSA). It was hovering between 0.25% and 0.5% in 2018, while the global average was near 1.75% of GDP (UNESCO Institute for Statistics, 2021). Expenditure on R&D can be recouped by the government through tax revenue when firms mature, which gives governments an incentive for businesses to do well.

**ICT Access, Energy and Infrastructure**

Mobile network and fixed broadband, access to devices and affordable data, amongst other considerations, are critical to accelerating participation in the digital economy. This expands the economies of scale for businesses, as more domestic consumers can access products and services. Energy and other infrastructure play a key role here, also as enablers and critical constraints to the growth of the digital economy, if they are not in place.6

**Markets**

Businesses require markets to expand production and growth. Due to the smaller population, density and greater distances between markets, African countries have often been at a disadvantage from a cost perspective, thereby inhibiting expansion of market share and, broadly, capital accumulation. The introduction of the African Continental Free Trade Area (AfCFTA) in 2021 has been touted as a means to connect 1.3 billion consumers across 55 countries and deliver real

---

6 The energy sector is rapidly changing due to new technologies like solar, which is accelerating decentralised, private energy generation rather than traditional utility models with national grids.
income gains of nearly $450 billion by 2035 (World Bank, 2020). However this cannot happen without advances in trade infrastructure and technologies. That said, there is a strong correlation between increased ICT adoption and increasing levels of trade. Studies show that improved access to ICT and the adoption of e-commerce applications stimulate bilateral trade flows on a number of levels (Xing, 2018). It has also been found that a 10% increase in internet use leads to a 2% increase in bilateral trade (Xing, 2018).

**Labour and Skills**
Citizens and consumers require high levels of literacy, skills and entrepreneurial acumen, which can only be imparted through a high-quality and well-functioning education system. This channels through to the government, which must be well-capacitated in administrative skills, investment and business analysis skills and regulatory capacity in order to play the role of coordinator and strategist in the digital economy. Government capacity should be scaled to be able to perform this task adequately, at a local and national level, while maintaining high standards – lest investment be wasted and the efficiency of spend decline.

**Concluding Remarks**
The digital economy provide opportunities for entrepreneurship, but the performance of African start-ups must be supported by local governments through procurement, subsidies and a well-defined industrial strategy, along with other forms of support, lest business becomes captured by foreign influences. This requires significant capacity development for governments and an aggressive, cohesive industrial strategy in order to reap the economic benefit of African tech entrepreneurship as a promising source of innovation, growth and development. This suggests that existing issues that faced industrial policy and development before the Fourth Industrial Revolution have not changed.
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Advancing Digital Inclusion Through Distributed, People-Centric African Smart Cities That Promote Digital Sovereignty

Faith Obafemi

Introduction

Smart cities aim to provide their inhabitants with advancements in urban planning that are enabled by technology and that improve their daily lives, community, health, business activities and transportation. Cities are made up of inhabitants with different backgrounds, languages, education, occupation and so on, making it difficult to have a unifying definition of a city. Consequently, smart cities also lack a unifying definition and have to be defined in different contexts. Some definitions focus on contexts such as sustainability, level of industry, and people-centredness.

A smart sustainable city is an innovative city that uses ICTs and other means to improve quality of life, efficiency of urban operation and services, and competitiveness, while ensuring that it meets the needs of present and future generations with respect to economic, social, environmental as well as cultural aspects. His Excellency Paul Kagame, President of the Republic of Rwanda, defines smart cities in a people-centred context and says “[s]mart cities are about people not computers. The mission is not to invest in technology for its own sake, but to do so strategically, to make life measurably better for the people who live in our cities”. (Smart City Expo, 2019)

The common denominator in the different definitions of smart cities is that technology is used to transform a certain location. This manifests in use cases such as e-governance, as seen in Singapore and Estonia, and in smart transportation, as seen in China.

 Debate

The promise of smart cities, whether created from blank slates (Akon City) or upgrades of existing cities (Barcelona), is an exciting one. But would the average person be able to afford to live in such a city if everything is expensive? For existing cities that are transformed into smart cities, where would those who cannot afford living there go? What happens to the underutilised so-called rural areas? At least 40% of Africans currently live in cities, with this figure expected to double by 2050 (Muggah & Hill, 2018). Low-income earners within this percentage live in slums that lack the barest of basic utilities such as clean water, stable power, efficient waste disposal and more.

Drawing on the above background, defining African smart cities in the African context would mean smart ways to manage resources, human and natural, to make life easier, faster and cheaper. This
definition emphasises that cities are not smart just because of technology, as technology is an enabler, not a driver; cities are smart because technology is used to make lives better (Smart Cities Council, 2015). Aligning with Sénamé Kofi Agbodjinou's neo-vernacular (Agbodjinou, 2020) idea of smart cities for Africa, this article proposes distributed African smart cities that leverage our culture of collaboration and community sustenance. African smart cities should not be focused on skyscrapers, which mean nothing to the people at the grassroots. Rather, they should be conceived as distributed and sustainable smart cities that are built for their unique needs, crowdsource capacity building and produce their own power and technology.

**Perspective**

With most smart city initiatives in Africa focusing just on the technology or adopting a copy-and-paste approach, there are certain blind spots. Most smart cities in Africa (African Smart Cities, 2021) have been in construction for years, yet have made only little or cosmetic progress. Nigeria’s Eko Atlantic, for instance, has been in construction since 2003; the last update on its official website (Eko Atlantic, 2021) was in 2019, while that of Ghana has been stagnant since 2016. It is likely that the large scale of the projects and funding issues are the reasons for the delay. Rather than building on a grand scale and trying to do everything at once, it would be more practical to focus on just one aspect of the different pieces that make up a smart city. Better still, the focus should be on meeting priority needs like water, housing and education in a smart way, and then scaling up. For instance, focusing on water issues, Cape Town leveraged technology, to solve the still-existing water crisis (Edmond, 2019).

For funding issues, current attention appears to be focused on the two approaches of government to business and business to consumer. But there could be opportunities for incorporating consumer-to-consumer business models into smart cities. For instance, in a small town in Togo, locals focused on waste management and built an e-waste management app to aid efficiency. Those who use the app earn tokens that they can use to purchase services from others on a dedicated marketplace (Agbodjinou, 2020). Another reason for the delay could be the pushback from the fear of displacing people and jobs. When a bus conductor realises he is to be replaced with a card and smart meter, opposition can be expected. This is where communication is vital. As this article has been proposing, the focus should be on the people and not on the technology. Thus, rather than selling the technology, the end product (making life easier) should be the focus. Those whose jobs inevitably get displaced can be retrained to fit into other vacancies that smart cities make available.

Usually, Africa’s demography is discussed in a negative light as a liability for the continent. While this is true to a certain extent, as seen in the high rate of migration to Western countries and
hence a brain drain, along with the large population that aggravates poverty, this liability can still be transformed into an asset. Africa needs to look inward and leverage its human resources and talents to build homegrown solutions that solve its unique problems using what it has. For instance, Africa is best suited for harnessing solar energy due to its tropical climate.

Implications and Policy Recommendations
Each stakeholder, from the politicians and the lawmakers to the local government officials, as well as the developers, the partners and the citizens, all have a role to play to see this move from ideas to reality. Citizen and grassroots participation is essential. Smart cities are for the people. The following are policy recommendations for smart cities stakeholders.

1. Consistent and deep communication with citizens to help change their perspectives and mindsets. In Africa, most people view those who use public transportation as being poor. This stigma can only be removed when people realise that having fewer personal cars on the road and more public buses would make their movements easier and has nothing to do with their net worth.

2. Infusing culture into our smart cities. There is an African culture according to which a girl proves her suitability for being a wife by going to the stream to fetch water and balancing the container on her head all the way home. Now someone wants to install a borehole in the compound and a tap in the kitchen. How will girls in that community be able to prove that they are wife material?

3. African smart cities should reject the cookie-cutter approach to building smart cities. What works for a community comprising predominantly farmers will be different from what works for a community consisting predominantly of fishermen and fisherwomen.

4. Collecting and analysing data. When Cape Town’s water crisis started, the first move was to identify leakages and then moderate water usage. In fact, using water for non-essentials like filling swimming pools was banned. This is a practical example of collecting and analysing data to solve a water crisis in a smart way. Digital sovereignty manifests in various ways, but one of the initial ways it was understood is having access to and control over one’s data. Just because data is open does not mean it is accessible. Africa has a reputation for lacking access to or control over its own data because the means of collection and processing it is in the hands of a third party.

5. Build for diversity and inclusion. African smart cities should not assume that everyone is tech-savvy. Smart cities have always been criticised for widening the digital divide. On a continent where this gap is wider than that of others, conscious efforts need to be taken to build smart cities that close the divide through diversity and inclusion by default. For instance, it will be beneficial to have instructions, tutorials and other guides in native languages. Also, just as
ramps are provided for people with disabilities, they should not be neglected in digital inclusion.

6. Africa is well known for leapfrogging technology adoption. Generally, we skipped landlines and jumped to mobile phones. African smart cities are an opportunity to leapfrog development by harnessing frontier technologies like blockchain, artificial intelligence, 3D-printing drones, virtual reality, biotechnology, robotics, etc. Another way digital sovereignty manifests on the African context is having developmental autonomy. By focusing on human resources in terms of skills and capacity, Africa can transition from being only consumers of digital infrastructure to creators too.

7. Distributed and people-centric. Leveraging the power of the collective, African smart cities should be co-produced by the community. Citizens should participate actively in identifying their needs, developing a solution and implementing it. Governments with smart city plans should not only see citizens as ceremonial consultants or assume that a one-time perfunctory dialogue/trialogue event will suffice. To see a high measure of success with African smart cities, the approach should be bottom-up, not top-down.

8. Innovative regulations. Unlike planned smart city initiatives like Akon City in Senegal, and others in Tanzania, Rwanda, South Africa, Ghana and Nigeria, urbanisation in Africa just happens. This is likely how distributed African smart cities would crop up. Regulations should then try to strike a middle ground where citizens have the freedom to innovate and the laws still maintain order. If there are existing laws inhibiting this freedom, they can be changed; laws are not set in stone like Moses’ tablets containing the Ten Commandments.

9. A new understanding of data. In the grand scheme of things, data is a priority component of smart cities, particularly on the level of basic amenities such as water, good roads, etc. If Africa is to exercise digital sovereignty over its data, there needs to be a new understanding of data. Currently, ownership and even access to data are attributed to the entity collecting and processing it. The blind spot here is that, if this data is not generated, it would not exist. Until it is viewed from this angle, citizens cannot decide the what, who, why, when and how of their data.

10. It is not about smartness, but sustainability. In meeting Sustainable Development Goals like SDG 11, others – like SDGs 8, 12 and 13 – need to be considered (United Nations, 2015).

Discussion
Rather than a conclusion, this ends with a discussion, because the concept of smart cities is dynamic and will continue to be on the agenda centuries from now. The future of Africa is urban and digital. Smart cities will play an integral role in preserving digital sovereignty in Africa, and the ability to utilise intelligence in responding to environmental and other issues is the reason
smart cities are dynamic. When we talk about smart cities in Africa, let’s leave no one behind. In Africa, in the spirit of ubuntu, smart cities are because we are.
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**Introduction**

Conceptualising a narrative of digital sovereignty with reference to African nations is an uphill task. This difficulty, I argue, stems from both state-centric notions of 'digital sovereignty' and from the polar opposite notion of 'digital colonialism'. Both focus on the existence or lack of control over the internet, data and related infrastructures, with the former representing an ambition/aspiration and the latter representing the current reality facing African nations. Digital sovereignty, it is often argued, is much needed in order to avoid a new era of digital colonialism. This view is fallacious for two reasons: first, it overlooks the nature of the state and the exercise of state power on the African continent and 'the double-edged sword of digital sovereignty' that it presents, i.e. digital sovereignty enables a state to protect its citizens from foreign interests but also allows repressive governments to control its citizens (Chander & Sun, 2021). Secondly, it overlooks the various local contexts that shape the quotidian uses of the internet on the continent: the fact that African nations do not have 'digital sovereignty' does not necessarily mean that they are victims of monolithic digital colonialism. In this essay, I argue for a shift to a 'people-centred' narrative of digital sovereignty that highlights contextual elements of resistance that make up the everyday uses of the internet and digital platforms in Africa, thus opening up opportunities to consider more egalitarian forms of internet governance in this context.

**Contesting the Framing Effects of 'Digital Colonialism'**

The term 'digital colonialism' describes, in various ways, the position of power that Chinese and Western technology companies wield over global southern states, including those in Africa. Michael Kwet (2019:7-8) describes this aptly: Under digital colonialism, foreign powers, led by the United States, are planting infrastructure in the Global South engineered for its own needs, enabling economic and cultural domination while imposing privatized forms of governance. To accomplish this task, major corporations design digital technology to ensure their own dominance over critical functions in the tech ecosystem. This allows them to accumulate profits from revenues derived from rent (in the form of intellectual property or access to infrastructure) and surveillance (in the form of big data). It also empowers them to exercise control over the flow of information (such as the distribution of news and streaming services), social activities (like social networking and cultural exchange) and a plethora of other political, social and economic and military functions mediated by their technologies.
Other scholars have also considered this question, most notably Abeba Birhane (2020), Danielle Coleman (2019) and Nick Couldry and Ulises Mejias (2019), who all specifically draw inferences between historical colonialism and the new era of digital colonialism/data colonialism/algorithmic colonisation. In the face of this inequality, is it possible to articulate a narrative of digital sovereignty in Africa? I consider this question while contesting the very narratives of digital colonialism that have structured this conversation.

Context Matters

Fundamentally, we cannot understand technology and inequality in different societies on the basis of similar factors – the effects of technology are a product of its interaction with ideology and institutions, but under a background of historical circumstances of political, economic and social struggle that differ from population to population (Benkler, forthcoming).

The notion of digital colonialism has mostly emerged as an extension of critiques of big tech companies in the US and Europe (as exemplified in Shoshana Zuboff’s (2019) work on surveillance capitalism) to global southern countries. Although helpful in this regard, narratives of digital colonialism universalise technological diffusion and its effects, regardless of the historical and material realities of the different societies in question. While also useful in explaining the place of transnational tech corporations in the global digital economy, these narratives fail to take into account the confluence of legal-political and economic factors in each state’s vision of its digital economy, and how these factors affect digital development and governance. Notably, Bulelani Jili (2020) discusses the ways in which African agency is overlooked in contemporary Africa-China relations. He notes that, while the political imbalance between African states and China is a matter of concern, African governments exercise more agency than is purported in China-Africa developmental relations, and gives examples of how governments in Ethiopia, Zimbabwe and Uganda have actively shaped their digital development (including surveillance) in collaboration with China and multinationals like Huawei (Jili, 2019, 2020).

Similarly, narratives of digital colonialism shield the actions of states from scrutiny – it is not that African states are so helpless in the face of the demands of big tech, but the ideologies propagated by these corporations often and typically complement many states’ sociotechnical imaginaries. For instance, Kenya’s digital transformation strategy sees Kenya’s role in Africa’s digital economy as being to serve as a “test bed for new ideas enabling multi-sided platforms in emerging digital economy context” (Republic of Kenya, 2019:82). The only error in this vision is that it sees Africa’s digital economy as being separate from the global digital economy that shapes and constrains it. Other than that, it is fully

---

7 Some scholars, however, extend this discussion to the global level rather than to global south countries only. See, for example, Nick Couldry and Ulises Mejias (2019), who argue that the current era we live in involves a double transformation of capitalism and a new colonialism – data colonialism.
on board with multi-sided platform models and recognises the role of private sector enterprises
as “primary drivers of digital economy across digital infrastructure, financial services, platforms,
entrepreneurship, skills and values” (Republic of Kenya, 2019:76). The country’s vision of a digital
regulatory policy also complements this narrative and reflects the lukewarm attitude that many
African governments have towards big tech corporations, except when they directly challenge
state power, as seen in Nigeria (Maclean, 2021) and Uganda (Dahir, 2021).

The vision of a digital regulatory policy must take cognizance of the fact that digitization is a
business project, and accordingly, room must be provided for the development of enterprising
investments, product innovation and new data-based services (Republic of Kenya, 2019:76).
Another problematic aspect of the notion of digital colonialism is that it obscures the agency of
the ‘colonised’ populations and further marginalises them. Technology functions within a
politically and culturally differentiated space, and its diffusion, use and/or resistance would be
highly dependent on that context (Arnold, 2005) and, most importantly, is not determinate.

In fact, contrary to popular digital colonialism narratives, digital platforms operating in Africa
function within a context of poverty, widespread informality/dualism, weak rule of law, hybrid
political regimes, and diminished opportunities for political participation, all of which together
influence the use of these platforms. These factors shape the agency of internet users: whereas
there were previously limited opportunities for political participation, social media platforms have
fuelled online activism across the continent and championed what I would call ‘quotidian
revolutions’ in many African countries, including Kenya (Nyabola, 2018), Nigeria, Ghana,
Zimbabwe, Uganda, South Africa and Tanzania. Similarly, limited economic opportunities have
fuelled the rise of the creative economy in African countries, with many people now earning their
income through content creation on platforms like YouTube, TikTok and Facebook (Boakye, 2021).
They have built huge online audiences and found ways to earn more money, besides the
surveillance/advertising model of these platforms. Some content creators incorporate voluntary
payment methods to supplement the income they receive from advertisements. Moreover, there
is now widespread recognition by online audiences that content creators earn income through
advertisements; some voluntarily watch online advertisements in support of their favourite
comedians, for instance.

The framing effect of digital colonialism denies us the opportunity to examine the functions that
digital platforms serve in different contexts, and to critically assess the distribution of power within
the specific set of relations concerned. For instance, rather than completely dismiss platforms and
the companies that own them as propagators of digital colonialism, one may want to examine the
distribution of power between platforms and content creators, and uncover the ways in which
laws can change to increase economic opportunities for content creators. Recent research has shown that the power of social media platforms goes beyond free speech and constitutional ramifications to private law questions that affect the livelihood of small businesses, independent creators and political activists (Filmar et al., forthcoming).

In sum, the notion of digital colonialism diminishes the agency of both states and individuals in the digital economy, presents an unfair choice between internet access and impending ‘colonialism’, universalises the process of historical colonialism – whose significance cannot be gainsaid and, lastly, makes the idea of digital sovereignty particularly untenable in the African context.

**Searching for Digital Sovereignty**

Digital sovereignty is largely an elastic concept that is invoked by different actors to legitimise the exercise of power and control over the digital landscape, including data, content, technologies and related infrastructure. States invoke it to assert control over their ‘cyber-jurisdictions’ for purposes of digital development and national security. Groups such as indigenous peoples and social movements invoke it as a form of anti-imperialist struggle to assert their right to control their technological systems and data, and their freedom to pursue their ends (Couture & Toupin, 2019).

In the African context, digital sovereignty has been discussed with regard to the development of a homegrown economy through digitisation; the growth of local technological start-ups; the integration of digital technologies into national sectors such as finance, health and agriculture; the establishment of smart cities; and the boosting of internet connectivity through building internet infrastructure, including local data centres. However, this discourse is more aspirational than practical at the moment and, even when moves are made to establish critical infrastructure such as data centres, it is typically through the financing and technical support from China’s multinationals or US tech companies, which does not lay to rest concerns over external control of data (Erie & Streinz, 2021). The imbalance of power in the global digital economy renders efforts to attain this mode of digital sovereignty mostly untenable, yet unknown. Proposals have been made for African states to intensify efforts to reclaim infrastructural control by developing independent internet infrastructure to lessen dependencies (Fisher & Streinz, 2021), enacting strong data protection laws, mandating data localisation and, most recently, to carefully design the e-commerce protocol for the African Continental Free Trade Area to promote African interests (Kathure, 2021).
Fundamentally, digital sovereignty is a reflection of the distribution of power (Vatanparast, 2020) among different actors, and it would be a mistake to think of (1) actors as comprising of states and private technology corporations only and (2) the concept of digital sovereignty as being in fixed form. Here I echo the definition of power proposed by Roxana Vatanparast, viz. power is “the production, in and through social relations, of effects that shape the capacities of actors to determine their circumstances” (Barnett & Duvall, 2005, cited in Vatanparast, 2020:6). Similarly, Yochai Benkler (forthcoming) defines power as a property of a relationship between A and B, describing A’s capacity to shape B’s behavior, outcomes, or context so that the respective behaviors, outcomes, or context of A and B’s relations is closer to A’s preferred relations than to B’s short term or long term.

The previous section of this essay underscored the importance of internet users as legitimate actors who pursue certain political and economic goals with varied degrees of success, broadly defined. Conceptions of digital sovereignty in Africa need to reflect this reality – a reality that is grounded in people-centred approaches to development and freedom. This conception echoes anti-imperialist notions of technological sovereignty that have been advanced in the context of indigenous peoples and social movements. If applied within the African context, it may also allow the fulfilment of policy-oriented objectives concerning data governance through data collectives, data trusts and data cooperatives, which are very critical given the nature of hybrid political regimes and the risks of state surveillance.

Most importantly, this conception of digital sovereignty also opens up opportunities to examine how law mediates relations between states, private companies and internet users transnationally, and the ability to challenge legal arrangements that negatively affect the interests of users seeking economic and social justice. Such a conception of digital sovereignty further allows us to do what Vatanparast (2020) terms a re-politicisation of social problems, rather than allowing them to be managed by global expert regimes comprising of corporations, states and regulatory authorities.

**Conclusions**

Re-examining the framing effects of ‘digital colonialism’ opens up paths to a new contextualisation of digital sovereignty in the African context. While digital imperialism is a factor that nations have to contend with, re-politicising relations amongst states, corporations and internet users allows us to uncover not only the agency of African governments in allowing foreign domination in exchange for efficiency and digital development but, most importantly, the agency of users who pursue social and economic justice through their online activities – whether in political activism or content creation. We have further seen that conceptualising digital sovereignty as a reflection of the distribution of power among actors can enable the critical
examination of legal arrangements between states, tech corporations and justice-oriented users in order to improve the ends and outcomes of such users. With this conception, digital sovereignty in Africa would not be too bleak.
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*Digital Sovereignty: African Perspectives*


Yes to Data Privacy, But Whose Data Privacy?

Michael Asiedu

Introduction

Digitalisation, which involves the manner in which various aspects of our lives are made possible through digital communication and media infrastructure (Brennen & Kreiss, 2014), has a significant effect on our lives. Virtually every part of our lives – from the way technology-savvy (techy) people use the internet to how a rural farmer in central Kenya receives meteorological information via mobile service (m-service) (Krell et al, 2021) – has a digital footprint. These digital footprints are made possible through the use of data. Data here involves personal information such as gender, age, location, address, etc. When data is mentioned, the concept of privacy is suddenly brought to the fore, especially with the global concern surrounding increasing threats to the data privacy of individuals, not only from governments but also from the technologies they use (Euronews, 2021). But whose privacy is referred to when the term is used? Is the rural farmer’s privacy given the same prominence as that of the techy? This somewhat fundamental question of ownership, control and access to data is arguably one of the cornerstones of the broader contestation of digital sovereignty. This short paper contributes to the growing conversation. It does so by first situating some of the arguments on privacy and its attendant paradox in a setting closer to the rural farmer (individual) in Africa, whose data should matter too. Second, it highlights some of Africa’s legislation on data privacy so far, and finally acknowledges that, while legislation on data privacy is non-negotiable, such legislation will be incomplete without a data access principle (DAP).

The fundamental notion of privacy is that of information being intrinsically sensitive to an individual, hence an individual is selective in relaying such information. The ability to be circumspect in how to deal with one’s data is what forms our understanding of data privacy. Thus, we should decide who can have access to our data – whether we are operating online or participating in a national biometric registration exercise rolled out by the government; the fact that we do not is the problem. Data privacy or information privacy is therefore viewed as the legal concept, while how our data is protected deals with the technical framework necessary for the proper handling of sensitive data. This includes confidential data such as health records, financial data, as well as intellectual property data necessary to meet a given regulatory demand (The Storage Networking Industry Association [SNIA], 2021).

Setting the legal boundaries of what personal data is and what it is not is also not a routine demarcation. Any information that can contribute either directly or indirectly to uncovering the
identity of a natural individual (Article 4, General Data Protection Regulation [GDPR], 2018) could be classified as personal data. The assumption that data is personal also connotes that some data could not be personal (Finck & Pallas, 2020). The right to privacy is enshrined in a host of international and local legal documents, and this portrays its importance; when data is personal (personal data), it becomes vulnerable to privacy threats, but the same cannot be said for non-personal data (Makulilo, 2015). For instance, information about the budget of a public museum could easily be accessed (non-personal data), while information on the contributions of donors to that same museum could be shrouded in privacy laws and protection (personal data) if such donors so choose, unless the museum policies demand otherwise. Who decides which information is available, its value, how it is used and for what purpose itself evokes a paradox in terms of privacy.

A Privacy Paradox?
There are competing claims about the premium individuals place on their privacy (Barth & De Jong 2019; Hargittai & Marwick, 2016; Solove 2020; Wittes & Kohse, 2017). The first deals with behaviour valuation, where it is postulated that behaviour forms the utmost mode of measurement in terms of evaluating how people value privacy. It is argued that people place a low premium on their privacy and, in some instances, easily trade it for goods and services. It follows that, if people value their privacy in such a low manner, then there is no need for excessive privacy regulation (Hughes-Roberts, 2012; Solove, 2021). On the other hand, another argument deals with behaviour distortion, a scenario in which people’s behaviour is not an accurate reflection of their preferences. Precisely, behaviour is distorted by factors such as manipulation and skewing, as well as biases and heuristics, etc. (Solove, 2020). For both arguments, Solove (2021) reveals the faulty logic embedded in them, for instance the behaviours involved in the privacy paradox demonstrate people making decisions on risk in very particular contexts. He is of the opinion, however, that people’s decisions on privacy are much more general in nature; hence, using a select few cases to generalise broader conclusions on how people perceive privacy is a leap in logic, but one that is most certainly faulty. Again, people may make faulty data decisions based on unawareness and lack of insight (Barth & De Jong, 2019; Harsanyi, 1967). Thus, behaviour regarding privacy choices will not necessarily lead to a conclusion for minimal regulation, just as reducing behavioural distortion will not cure individual lapses to protect their own privacy (Solove, 2021).

Again, in the light of the first argument on behaviour valuation, recent occurrences involving data breaches with firms such as Cambridge Analytica, which affected elections not only in countries in the West but also in African countries like Nigeria and Kenya (Ekdale & Tully, 2019), have ignited concerns on the value people place on their personal data, even if these people are some of
Africa’s largely urban class or netizens who are deemed more techy (Ekdale & Tully, 2019). While people on the grassroots level (perhaps the rural farmer in central Kenya) might not relate to Cambridge Analytica data breaches, they (he or she) certainly become concerned with m-service-related crimes involving mobile money (MoMo) fraud – what next could this fraudster do with his or her personal information such as mobile number, MoMo account details, address, etc. Yet, Srinivasan et al. (2018:4) portray in their research that “low-income population may be attuned in particular to exchange their details for welfare benefits”. Such groups of people also tend to use information and communications technology (ICT) services rather passively; thus, only when they are mandated to do so to access critical services related to their livelihoods, as demonstrated by research in South Africa (Gillwald et al., 2018). These few examples reveal the embedded deficiencies (factors) within data privacy in Africa, for instance people with frequent access to ICT usage, let’s say “digital haves” and “digital have nots”, infrastructural deficits in terms of connectivity, more urban techy people in comparison to rural inhabitants, or plainly the high cost of data to access internet services (Corrigan, 2020; United Nations Conference on Trade and Development [UNCTAD], 2003). Here, the inability of people who are not using ICT services will not be due to a people lacking in agency, but rather a myriad of these factors or a combination of two or more. Hence, beyond the questionable dichotomies between the arguments put forward about the privacy paradox, privacy should be viewed through a broader lens rather than a binary lens, especially when Africa and its techy versus not techy people are in the picture. Also, our thinking on privacy should not be honed solely on the individuality nature of rights, as postulated by the Universal Declaration of Human Rights (UDHR), but inspiration could be drawn from its African counterpart in the African Charter on Human and People’s Rights (ACHPR). Here, too, the concept of Ubuntu and the communal nature of African communities should be taken into consideration (Boshe, 2017; Razzano, 2021).

**African Legislation and Data Privacy**

In terms of legislation, the argument that African “group interests” (communal) should precede singular interests due to the culture of collectivism is contestable and would progressively wither. This is because more and more people will become aware of the many ways in which digitalisation will thrive on data and will demand to be in charge of how their data is used (Hanno et al., 2007). Essentially, privacy is not some communal claim to certain codes of conduct, cultural practices or even ancestral lands. It comprises identifiable details about a particular individual. Hence, the notion of privacy being a Western construct, in which the individual becomes the centre, would arguably triumph. Simply put, it is my data and I need to know what is done to and with it – here, the view of the rural farmer in central Kenya should matter in the same manner as that of the techy in an urban setting in Africa. The European Union (EU) Data Privacy Directive has almost become the default pacesetter: future models may therefore be tailored on it, albeit adjusted to
local relevance. Across Africa, it is encouraging to see emerging legislation on privacy and data protection. According to the UNCTAD, 28 countries (52%) have passed legislation, with a further nine countries (17%) with draft legislation. Nonetheless, 13 countries (24%) have no legislation, with four countries (7%) having no data at all. Among the 28 countries with legislation, 15 have data protection authorities (DPAs) (Boakye, 2021). Overall, these projections do not look all gloomy. However, what is clear (apart from the resources necessary in terms of implementation and infrastructure, which is a challenge not only in Africa but in the West as well) is the inability of this legislation to boldly enshrine data access principles (DAP), which could add an extra impetus to the overall data privacy debate. Below, I put forward enshrining DAP as a policy recommendation.

**DAP as a Way Forward**

DAP is not a new principle; in fact, it is “perhaps the most important privacy protection safeguard” (OECD, 1989, para 58; see also Bygrave, 2001). The General Data Protection Regulation (GDPR) includes it as the right of access. African legislation should boldly enshrine and champion it too, but this is a continent where right to information (RTI) bills in various countries are still a hard ask; less than half of African countries have such laws (African Freedom of Expression Exchange [AFEX], 2017). Enshrining DAP and championing it boldly will lead to what I call the “Trifactor Approach” in addressing data privacy issues. A trifactor approach is a combination of institutions, legislation and individual agency to deal with issues of privacy, acknowledging that attempting to address privacy issues should be a three-pronged approach. Individual management of privacy is a complex endeavour that is almost impossible to achieve holistically. Essentially, enacting appropriate legislation alone cannot solve the problem, likewise designated institutions alone cannot get the job done, but perhaps this is where the individual comes in with the trifactor approach, which is when and if legislation and future data privacy acts (DPAs) include DAP in their formulation. This DAP will operate in such a way that the individual (citizen or resident) has the right to request his or her data from a data holder or controller in theory (Tsui & Hargreaves, 2019). Here, customers could ask public institutions, private companies that operate with customer data such as telecommunication companies, social media companies, delivery services, etc. about the status of their data when they feel concerned. In Hong Kong, the principle was applied to allow residents to alert data holders if their information changed or was inaccurate (see Tsui & Hargreaves, 2019).

In countries in Africa, however, the DAP could be applied not only for residents to update their details when something changes about them or they realise that information is incorrect, but also to legitimately demand answers on how their personal data is being stored and used, or whether there is a third party involved about which they know nothing. This is based on the understanding
that data protection institutions (DPis), including government authorities and legislation, cannot do the job alone. The individual here comes in to complete the three-pronged approach (trifactor) to make data holders accountable.

Figure 1. The Trifactor Approach to Data Privacy

![Diagram of the Trifactor Approach]

Source: Author’s diagram

The DAP itself gives power to the person (citizen or individual) involved, and the person becomes aware of which details about him or her are easily obtainable by a third party. Even more importantly, the DAP empowers each person on a structural level, in the sense that each person demonstrates a level of surveillance of institutions holding data, even if this is limited. It therefore is something of a countersurveillance approach (Tsui & Hargreaves, 2019) – watching the institutions watching us to promote responsibility, accountability and transparency. An added incentive is the fact that the DAP allows people to act for collectives as well; for instance, civil society and community leaders could champion the rights of Africa’s not so techy people, including the rights of the rural farmer in central Kenya. Essentially, while everybody’s right to access and data privacy matters should triumph on an individual basis, this would also create room for a collective approach. In this way, data privacy becomes intrinsic, not only for techy people, but for “non-techies” as well.
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Africa’s Tech Solutionism vs Digital Sovereignty – Digital ID Systems in Post-Pandemic World

Oarabile Mudongo

Introduction
The ambition of bolstering digital sovereignty, self-determination and strategic autonomy has recently become a focal point of global digital policy discourse. With so many different interpretations of digital sovereignty by various scholars (e.g. Fleming, 2021; Pohle & Thiel, 2020), a clear or at least consistent understanding of what this means, what it entails and why it matters is still to be discovered, particularly in Africa (Vahisalu, 2019; Velluet, 2021). This notion is frequently associated with diverse interpretations in the socio-political-economic context. Several authors have tried to define digital sovereignty in broader terms as overcoming dependency on foreign data and digital assets, implying that states are working to achieve resilience in cyberspace, and autonomy (Moerel & Timmers, 2021).

While Africa battles COVID-19 (Schwikowski, 2021), the pandemic has also served as a political lens and amplifier for data-driven technologies (Botes & Pepper, 2020; Taylor, Sharma & Martin, 2020:35). The novel coronavirus pandemic has highlighted the significance of transitioning to and embracing, contactless interactions. The pandemic has reshaped people’s relationships with technology, state control and democracy in our societies, with many African nations under government-imposed lockdowns and curfews, or being subject to surveillance, either through contact tracing technologies or digital identity systems. As a result, many African governments have taken the lead in driving the adoption and deployment of digital identity systems (Milken Institute, 2020; Toesland, 2021). However, at the intersection of these technologies, data privacy and human rights have been emerging as key issues underlying Africa’s digital policy space, and the lack of compliant policy frameworks for digital ID implementation necessitates policy intervention.

Digital ID Revolution: Trends in Africa
Digital ID systems offer significant benefits to bridge the digital gap and increase access to digital services. They are a crucial component of financial inclusion, including access to public services,

---

8 See the project site of the Milken Institute’s Global Market Development Practice on COVID-19 Africa Watch, which tracks major developments and policy announcements from across the continent here: https://covid19africawatch.org/the-case-for-digital-identity-in-africa-during-and-post-covid-19/
economic growth, migration (which is vital to participate fully in our modern society), and even dealing with crises such as the Covid-19 pandemic (Joshi, 2021). Across Africa, many states have undertaken efforts to embrace digital identity systems. As a result, providing a legal identity for all by 2030 is one of the main focuses for achieving the United Nations Agenda for Sustainable Development. African states have been leading various digital ID projects in this area, in sectors such as public service, trade and economic development, with the mandate to execute and fulfil the Sustainable Development Goals (SDGs) and the 2020–2030 African digital transformation strategy (African Union, 2019). Many experts have contended that progress toward this goal should begin in Africa, home to more than 40% of the world’s undocumented people (World Bank, 2017). But one of the questions that must be addressed in the context of these developments (to make a case) is why now, in the midst of the pandemic, governments are pushing the subject of digital identity. To better understand the trends of digital ID in Africa, this article brings to light emerging developments and potential influences that these technologies are likely to have in the post-pandemic period, as well as broadening our understanding of the interplay between government, economies, and the civil population in the provisioning of public services.

The deployment of biometric and digital identity systems across Africa has been mapped from pre-pandemic to current scenarios – from Ethiopia’s Digital ID for Refugees, which provides a comprehensive and seamless service to UNHCR refugees and other private partners (Taye, 2019), Togo’s Novissi, a financial transfer scheme designed to assist people in need during a pandemic,9 to the Zimbabwean biometric voter ID system and Huduma Namba in Kenya (Macdonald, 2021a, 2021b). These are a few of the many examples of how governments have been utilising these technologies to transform the biometric and identification ecosystem on the African continent. And this demonstrates just how much effort states put into investing in these systems, while also opening up the constitutional guarantees of citizens in a limited sense.

The overall benefits of digital IDs are sometimes linked intimately to financial inclusion. Furthermore, having a service strategy that benefits citizens and demonstrating a strong political will to change are critical considerations. However, given the post-pandemic era and these specific circumstances, digital IDs may bring beneficial digital sovereignty in an ideal society. This is in contrast to the following optimistic futuristic scenarios: Solutions developed by the private sector based on state-sponsored digital identity systems, data being used to generate algorithmically determined identity verification, or digital identity that is decentralised and controlled by the user – many experts highlight the lack of public and civil society involvement, which raises concerns

---

about human rights, data privacy, and protection in the use of these technologies (Beduschi, 2021).

Yet these systems can perpetuate “exclusion-by-design” and are often deployed unchecked, hence much of the potential effects of these systems have been associated more widely with exclusionary practices, unintended adverse consequences affecting mostly vulnerable and marginalised populations, discrimination and biased algorithms. For instance, persons with disabilities, such as those who do not have hands, can be turned away because they are unable to submit fingerprints. Several researchers are calling for the development and adoption of a policy framework to address these issues (Van der Spuy, 2021), whereas others doubt the readiness of African governments to embrace digital identity systems because of their susceptibility to abuse (Van Veen & Cioffi, 2021). Although a legislative framework may seem an adequate alternative option to address these challenges, the background to this argument is that Africa still has insufficient data protection and privacy laws. From a total of 54 countries, only 28 (52%) have legislation on personal data, nine (17%) have their legislation at the draft stage, 13 (24%) have no legislation and four (7%) countries have no data or legislation at all.¹⁰

However, considering the risks associated with the design and implementation of digital ID systems, especially the manner in which they are built as massive, monolithic, national ID initiatives, the potential arises that, if the information is misused, it may allow the persecution of individuals by authorities based on their ethnic origin.

Even in the presence of a legal framework aimed at protecting fundamental rights, the design and deployment of digital ID systems requires a risk-based assessment approach. Often, these systems are prone to vulnerabilities, such as human rights violations in the form of exploitation of people’s personal data, ultimately infringing on their fundamental rights to privacy. In addition, states can use such technologies as tools for repression, creating a “surveillance state” in the way data is collected, processed and misused by authorities. Without existing governance frameworks, inequality is likely to increase the risk of exclusion of marginalised groups. In the case that actors fail to evaluate such dangers, the aim should be delineated properly and lawful, and such technologies should not be adopted unless there are no other, less-invasive means to achieve the same goals. With the expansion of surveillance technologies in Africa, the desire for African governments to control the flow of information in society and to spy on people has always persisted. Indeed, numerous African state security agencies have focused on this over the years.

Now, with the adoption of digital ID systems, these old wounds between state-citizen relationships are being reopened, which might erode trust.

**Digital Sovereignty: Privacy, Surveillance and Rights**

Most rules that still regulate the internet today were developed in the early 1990s, when the global internet public policy development process was still in its infancy (Gilliland, 2019). While the internet ecosystem was utterly different in the 1990s, most of its principles have recently sparked a divisive debate regarding the regulation of the global digital space. An exceptionalist and dominant view emerging from the literature presented the digital environment as a new alternative space where states, in particular, were viewed as illegitimate to enforce state sovereignty in cyberspace (Johnson & Post, 1996). Governments could intimidate, but they could not control user behaviour online; laws could be developed but not enforced, and private companies possessed de facto digital corporate sovereignty. As a result, self-regulation was adopted as the appropriate governing mechanism. A non-exceptionalist viewpoint, on the other hand, was less prevalent at the time. And now we have a world where states believe that the digital space can and should be regulated and that states have the legal authority to do so (Goldsmith & Wu, 2006). Many governments have attempted to establish control over the digital space, and the exceptionalist viewpoint is now irrelevant in today’s digital world.

For instance, in the global north, leaders of the European Union recently have been calling for Europe’s digital sovereignty to “foster the Digital Single Market in all its dimensions, where innovation can thrive and data can flow freely”, whereas in the global south, countries like South Africa proposed a draft National Data and Cloud Policy to “promote South Africa’s data sovereignty and security” (Dyer, 2021; ERR News, 2021). With these developments, the bigger question today is not whether the digital space is or should be regulated at all, but rather how. What should be the models of governance and who should assume this responsibility?

The problem of digital solutionism and the consequences of identification systems in the context of privacy, surveillance and human rights are central to this discussion. It is not an exaggeration to argue that these technologies have gradually taken on a central role in the way our societies operate. However, the primary question remains: will Africa’s goals for digital sovereignty be realised with the imperialist technological dominance of global technology solutions tied by narratives of techno-solutionism and rescuing? This is especially relevant considering that existing public-private partnerships and multilateral agencies have been promoting the use of these technologies in Africa pre- and post-pandemic to connect communities to financial and public services. While the outcomes of these tech solutions have yet to be seen, their presence is obvious in several areas, particularly those that target marginalised communities.
At the core of these debates is the concept of ‘data colonialism’, which is critical for understanding not only how society interacts with new technologies, but also – and most importantly – how these technologies work in our society. Data colonialism is often characterised as the appropriation of big data by global technology companies in the data realm. Lately, this has become a widespread problem across the African continent. The underlying human relationship with data can be linked to implications that perpetuate inequalities, particularly ‘digital inequality’ in the global South (Van der Spuy, 2020). Zuboff (2018) warns us about the need to pay close attention to how powerful technology companies use our individual data. This is because these firms are the primary drivers of emerging technologies such as digital ID systems. Through these systems, they have been able to amass a massive amount of human-generated data produced by these technologies, which is changing the foundation of our society (Zuboff, 2018). This critical analysis can assist us in asking serious questions of state actors, as our response will ultimately determine whether or not a democratic society can thrive beyond digital identity technology. This is necessary because ‘surveillance capitalism’ is all about exploiting personal data with the primary goal of making profit out of it. Digitally networked systems produce big data, which is susceptible to generating an unequal class system that pits the controllers against the governed. This happens specifically through public-private partnerships in which the interests of private companies versus government do not always fulfil democracy ideals for people.

Realistic and holistic assessment of how citizens are accounted for across the 17 goals of the Sustainable Development Goals (SDGs) has been a crucial task for the United Nations mandate to measure progress toward digital policy (The Earth Institute, Columbia University, & Ericsson, 2016:28-31). Goal 16, on “peace, justice, and sustainable institutions”, aims to “[p]romote peaceful and inclusive societies for sustainable development, provide access to justice for all and build effective, accountable and inclusive institutions at all levels”. Goal 16.9, on identity, is included in this: “By 2030, provide legal identity for all, including birth registration.”

Identity is crucial – the ability to establish who we are can give security and is a vital component of our right to exercise our basic rights.

This is especially evident in cases involving unregistered citizens, who frequently lack papers to demonstrate their identity, leaving them vulnerable to prejudice and abuse. While the SDG agenda on digital identity is an important issue to debate, there still are significant gaps in many African countries on the seriousness of human rights risks involved in digital IDs. Despite the fact that governments, multilateral agencies and tech companies actively adopt and encourage the use of

---

11 https://sdgs.un.org/goals
digital ID systems, civilians often have limited knowledge of how they contribute to social inequality and violations of human rights, particularly among the poor and most vulnerable. This is why we have to interrogate existing public-private partnerships between states and the business sector to understand this business model.

**Lack of “Oversight”, Transparency and Accountability**

Reflecting on the effects of COVID-19 on globalisation and multilateralism, as well as what it means for Africa’s digital sovereignty and its ambitions in the global digital policy discourse, it is clear that many African countries have been striving to reposition themselves in order to meet and fulfil their aspirations. This necessitates the development of data protection regulations and other legal frameworks to govern how identification systems are used to collect personal data in this pandemic. If states and technology corporations are able to use these technologies, they must be subjected to robust policy requirements that strive to protect people and their personal privacy. Historically, identity data has only been accessed and possessed by the state, but the move to digital identification systems, through its operational processes, necessitates that third parties have access to user data. These third-party companies include, for example, technology corporations that deploy, operate and manage these systems.

As a result, states must implement tight access control and encryption measures to ensure that only authorised trustees, including third parties, can read or acquire data legally. Because these innovations are frequently deployed at the national level, state actors should take the initiative to impose control and accountability measures on companies that build these solutions and the clients who implement them, thereby ensuring complete data protection at all stages of the data development cycle. Citizens have the right to obtain knowledge about what information is being gathered about them and for what purpose, how their data will be used in decision-making, and to be notified of any changes to any situation, such as use for a particular reason or the motive to share the knowledge with a third party. Furthermore, transparency about identity systems’ policies and infrastructure is paramount, especially for users who interact with these systems. They need to understand the frameworks, safety measures and processes in relation to consequences.

Recurrent issues relating to digital IDs include how transparency versus personal intents affect the roll-out of digital ID systems. Yet if reforms are imperative or cooperative among stakeholders, we need to consider the magnitude of data gathering and how individual and collective rights to privacy are affected. There are questions that are very critical to consider, such as: who benefits and is excluded from such technological initiatives; who has the right to access the data and for what reasons; and are the rights of citizens guaranteed against privacy breaches by any individuals, groups of individuals or private corporations.
Policy Implications and Recommendations
Numerous lessons are evolving from other digital ID systems that Africa can use as a model. The Indian Aadhar digital ID system might be a good example. Here, researchers have developed and used evaluation frameworks with three types of checks – “rule of law tests”, “rights-based tests” and “risks-based tests” – to evaluate the potential impacts of the identity system. However, it is important to take into account that the Aadhar ID system has been subjected to security breaches and misuse of data. As a continent, what significant lessons can we gain from the Indian Aadhar identity system? Perhaps this framework might be adopted as a benchmark approach for assessing digital IDs in distinctively African contexts with our unique current problems.

However, existing regulatory and policy strategies have not addressed how digital identity systems may perpetuate exclusion errors and inequality in the developing countries of the global south, particularly in Africa. There are benefits linked to digital ID systems, such as improved record keeping and generation of administrative data, which can improve financial inclusion and credit market efficiency, since data records are used for operational purposes.

Despite the fact that existing regulatory and policy measures have not addressed how digital identity systems may perpetuate exclusion errors and inequality in developing countries of the global south, notably in Africa, there are also benefits linked to digital ID systems, such as improved record keeping and the generation of administrative data. These improve financial inclusion and credit market efficiency, since data records are used for government operational purposes. Therefore, we need to invest in multi-stakeholder efforts to develop a trust and interoperability framework for digital identification across the African continent and benefit from the opportunity to participate in the process directly.

While having a constructive discussion about policy approaches, we need to focus more on policies that protect individual privacy from the misuse of data, while also attempting to improve the lives of socially and economically disadvantaged people. African countries, in particular, must consider better ways to balance their technological development ambitions to foster inclusion and equality in digital technologies.

This article has explored some of the emerging digital ID and biometric identity systems in Africa and what we mean when we relate digital ID with achieving digital sovereignty in the post-COVID era. We looked at underlying concepts of privacy, human rights, data colonialism and surveillance capitalism, which are central to digital ID operations and digital sovereignty in Africa. In conclusion, as policymakers, we must ask whether we dare roll out digital IDs in our societies.
without understanding their capabilities. Further, how can we assess the geopolitical and national interests of multilateral agencies that are part of this agenda? These questions are pertinent because, in relation to what happens after the pandemic and the threats that emerge as a result of these technologies, we stand to bear witness to our democratic governance being challenged, along with the danger that no one will take responsibility.
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Introduction
When Twitter CEO Jack Dorsey announced in 2020 that he was moving to Africa in his personal capacity, it was a signal that the new frontier in technology was on the African continent. Before Dorsey’s announcement, there were steady investments on the African continent, but his anticipated move shone a light on the continent’s potential. The African continent represents one of the most exciting expansion opportunities: Africa has one of the world’s youngest populations, with almost half of its 1.3 billion population having a median age of 19.7 (Population of Africa, 2021). The continent is expected to balloon to a population of 2.5 billion by 2050, with half of that number being under 25 (One, 2017). As internet access improves across the continent, the opportunity to grow over several sectors, including agro-business and fintech, is undoubtedly appealing. The ‘Africa Rising’ narrative of the early 2000s buoys much of this investment, with similar interest from scholars, non-governmental organisations (NGOs) and international institutions (Beresford, 2016; Frankema & Van Waijenburg, 2018). Yet academic and contemporary discourse on the incursion of information technology behemoths has focused mainly on the potential effects of sub-activism or the apparent descent towards authoritarianism across the continent.

The term ‘Big Tech’ refers to the biggest five information technology companies – Amazon, Apple, Google (Alphabet), Facebook and Microsoft. These five US-based companies are significant because of their outsized market capitalisation, which is reported to being almost US$8.4 trillion (Wilhelm, 2021), and the ability of their products to influence political and social life across the globe (Galloway, 2017).

In this article, I do not engage in discussions on the effect of Big Tech on authoritarianism or as a tool of sub-activism. Instead, I explore the global connectivity politics of Big Tech in Africa, which, as I posit, is a continuation of the politics inherent in communications technology investment that is marked by power imbalances between powerful companies and under-resourced African governments.

Emerging technologies have long been part of the political landscape of African countries. Historically, they were a placeholder for development, power and dispossession. For numerous reasons, including a lack of financial capacity, the expected agency of states is mainly deficient. Moreover, across the continent, regulatory frameworks, and the ability to engage with powerful
companies, are not adequate. The problem with the frameworks in place is twofold: first, the inherent power asymmetry between Big Tech and African governments; second, the historically slow pace at which ICT policies and regulations are formulated on the continent. Wangwe (2007:14) warns that Africa regulators were “not equipped to deal with emerging policy and regulatory issues such as spam and consumer concerns regarding privacy”. The Digital Trends Report of the International Telecommunications Union (ITU) 2021 draws attention to the regulatory inefficiencies still present in a number of African countries. They point out that: and as the COVID-19 crisis has laid bare, inequalities are increasing within and between countries, not least because current governance and regulatory frameworks and their implementing mechanisms are failing to deliver more equitable outcomes (ITU, 2021:36).

In this article, I go beyond concerns about an extraction-based approach by technology companies to look at how these investments do not follow traditional investment patterns, and then suggest that African governments need to be more proactive in their relationships with powerful technology companies.

**Debates**

Africa has become a site of interest for big technology firms that have traditionally looked elsewhere for investments outside of Silicon Valley (Quartz, 2020). When referring to Big Tech, the companies discussed are US-based Apple, Facebook, Microsoft, Amazon and Google. The involvement of Big Tech on the African continent is controversial. At the root of the controversy are apprehensions around Africa’s tapering digital sovereignty, which in itself is further complicated because there is no universal understanding of the digital sovereignty concept. Much of the accepted interpretations are embedded in concepts from the global North. However, there are emerging interpretations of digital sovereignty from North American and Australian First Nations and China (Floridi, 2020; Kukutai & Taylor, 2016; Ortega, 2018). All of these various interpretations are potentially instructive for African countries as they begin to grapple with the concept of digital sovereignty within continental and national structures. Notable common interests are digital autonomy, the protection of grassroots innovation, and data protection and privacy. The questions related to this are who owns the data? how will the data be used? are sunset clauses available? The data protection regimes that also cover these questions originate from the European Union, the United States and China. Where Global South countries, particularly those in Africa, fit into these regimes is still unclear. African governments are on the back foot with regard to deciding which regime suits their purposes. There are numerous reasons, including the extant need for access to technology transfers, the dearth of necessary digital skills (International Finance Corporation [IFC], 2019), and the need to improve infrastructure to facilitate the digital economy (Global Business Outlook, 2020).
Much of the critique around Big Tech in Africa centres predominantly on three key concerns:

- Data colonialism
- Stagnation of local innovation systems
- The inability to regulate the tech companies within the state

A thread running through all three concerns relates to the lack of data autonomy. Data colonialism is a significant concern for scholars and policy practitioners alike (Elmi, 2020; Pilling, 2019). Information technology companies have the financial capacity that significantly overshadows the GDP of many African states; for instance, the 2020 combined revenue of Apple, Microsoft, Amazon and Google sat at US$1.2 trillion (Ovide, 2021; Wallach, 2021). The level of financial capacity has meant that non-state actors are now participants in multilateral negotiations, such as at the International Telecommunications Union and the World Trade Organization. The deeper involvement of non-state actors also means that the nature of international politics has shifted. Also, for African countries still trying to assert their agency in these institutions, more powerful actors make the playing field more complex.

As US and Chinese tech companies flood the market, there is understandably discontent from some quarters about potential data colonisation (Benyera, 2021; Couldry & Mejias, 2020) or supplanting the local tech ecosystem (Diphoko, 2020; Frost et al., 2019) around the nature of the investment. Although Big Tech invests in local start-ups, much of the investment, arguably, focuses on what they see as priorities.

In 2021, South Africa’s competition commission finalised its paper on Competition in the Digital Economy, which is one of the ways it intends to regulate Big Tech operations in the country (Competition Commission, 2021). One of the major points is the requirement, as a means to counter anti-competitive behaviour, that technology companies inform the commission of acquisitions of smaller companies. South Africa’s move is reflective of the current wave of policies and regulations to counter the dominance of Big Tech around the world (Dans, 2021; Hiebert, 2021; McNamee, 2020; Wheeler, Verveer & Kimmelman, 2020). For instance, most technology companies are platform based and their operations are transnational, which makes it difficult to develop appropriate regulations. For African countries, the debates around developing a regulatory framework are further complicated by the disparate approaches to regulations – often shaped by geopolitical alignments to stronger powers – and the fact that there is no overarching continental approach to the regulation of big technology firms. Moreover, ICT access across the continent is unequal, and moves towards digitalisation further exacerbate inequality, as only a few benefit from the digital economy (Krönke, 2020; Mlaba, 2021; UNCTAD, 2019).
Perspectives

As Manning (2019) points out, the growth of Global South countries is dependent on technology transfers. Ahere (2021) reminds us that technology transfers have always been a site of contention between the global North and Africa in particular. The former is being accused of restraining Africa’s development capacity by focusing on the ‘transfer of product rather than the skills and capacity to manage the technology throughout its life cycle’. Although Ahere was not specifically referring to digital technology transfers, the argument still is valid. As the big technology firms deepen their footprint on the African continent, there are valid questions about whether their investment is superficial. In other words, how much human resource and material capacity is being built in the region or makes their investment relate to the use of products and extraction of local data.

Moreover, the requirements of the digital economy interface directly with the conditions of the non-digital, physical trade-based economy. For instance, both digital and non-digital economies need basic infrastructure, such as electricity, to function. They also require the population to have a certain degree of basic literacy. Ultimately, this means that engagements are necessary, but need to be guided to help bridge infrastructure and literacy gaps – not only for the benefit of the technology companies, but also for the benefit of host nations. Tech companies such as Google and Facebook have invested heavily in new infrastructure, such as undersea cable networks. Google is hiring many base-level coders as contractors (Forrest, 2017). However, there is little space for these workers to move beyond this stage. The question that still needs to be answered is whether this level of investment is mutually beneficial. If infrastructure is designed for ease of use for the private sector, and human capital is developed so that there is little room for growth, is this then not colonialism in a different form? On the other hand, big tech companies, Google included, are responsible for billions of dollars in tech start-up ventures on the continent (Graham, 2013; Perkins, 2021; Pimenta & Gajria, 2020). If an appropriate supra-national framework were already in place, for instance the African Union framework for the digital economy, it would be easier to ascertain if these investments match up to the vision the continent has for itself and what it needs.

Digitisation efforts on the continent have been driven by external actors – both the private sector and the global North. Consequently, African countries are always a step behind in developing an appropriate regulatory system to support digitisation in a way that makes sense for its specific context. South Africa, for instance, has seen a level of policy uncertainty in the ICT sector, and this has had negative implications for investments (Brown & Brown, 2008; Corrigan, 2020). Kenya, on
the other hand, has had a greater level of policy and regulatory stability, despite some implementation and cybersecurity challenges, which has paid positive dividends with regard to their preparedness to harness the benefits of the digital economy (Nyambura Ndung’u, Lewis & Mothobi, 2019). Stuart (2021) argues that a coherent ICT infrastructure policy and regulations – on both a regional and continental level – are an important driver for Africa’s participation in the digital economy. The African Union ([AU] 2020b) Digital Transformation Strategy (2020 to 2030) is meant to help African countries tap into the digital economy. It is supposed to act as a blueprint for a harmonised approach to digitalisation on the continent and serve as impetus for the pooling of infrastructure (an important feature needed for the continental trade agreement and future e-commerce protocol). It builds on previous instruments, such as the Policy and Regulatory Initiative for Africa (PRIDA), the Programme for Infrastructure Development in Africa (PIDA), the African Continental Free Trade Area (AfCFTA), the Single Air Transport Market (SAATM), and the Free Movement of Persons (FMP), with the intention of building a single digital market (SDM).

Nevertheless, it runs the risk of suffering the same fate as the AU’s (2014) Malabo Convention, which was the most wide-ranging cybersecurity framework in existence at the time of development. At the time of writing this article, most AU member states had still not adopted or ratified the convention, only 14 states out of 55 had signed the document, whilst only eight states had ratified the document (African Union, 2020a). A solid cybersecurity framework is an important pillar for the digital economy and a motivator for further investment. The reason for the Malabo Convention not taking off was a misunderstanding about the value of having such a framework and political contestations between AU member states. As a result, African countries are in holding patterns that are essentially set by companies originating from China, the US and the EU. From this it can be concluded that receptiveness to companies from specific geographic origins may be related to existing trade patterns and development partnerships.

**Implications**

In 2021, the African Continental Free Trade Agreement (AfCFTA) became active – a significant milestone towards Africa’s economic integration. Although an e-commerce protocol was not released immediately, it will come into force after the competition policy, intellectual property rights and investment protocol have been negotiated (Ogo, 2020), and it is clear that digital technologies have been underscored as a critical component of Africa’s growth and integration agenda. What does this mean for Big Tech companies? Suppose we answer this optimistically, and AU member states take digitisation efforts seriously in the first five years of the AfCFTA. In that case, tech companies would have to look towards entering robust private-public partnerships (PPP). The main vehicle to facilitate this would be under instruments such as PRIDA, PIDA, etc. PPPs should be cognisant of African digital sovereignty in the formulation of their agreements. A
A critical warning by Kilic (2021) relates to lobbying power, which could give Big Tech the ability to take advantage of trade agreements. This arguably would be an essential consideration for the framers of future agreements, as well as for scholars. In the case of the emerging African agenda around the digital economy, who are the key lobbyers? What voices are dictating the discussions going forward?

The last consequence relates to the failure of implementation. The vision for Africa’s digital economy is ensconced in Agenda 2063 – Africa’s continent-wide development plan. Failure to ensure that big tech, and smaller players, work in line with this vision would guarantee that Africa’s renewal plans would never come to fruition.
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Chapter 13

Artificial Intelligence (AI) and Content Governance in Sub-Saharan Africa

Sylvia Ndanu Mutua

Introduction

Most countries across the world have been facing online content challenges, which have at times resulted in the manipulation of public opinion formation, a reduction in public trust in government institutions and the media, dishonouring of political leadership, influencing voter decisions, as well as deepening societal divides (Ndlela, 2020). All these challenges are emerging in the context of an accelerating digital economy characterised by the development of innovative technologies, such as augmented and virtual reality (AR/VR), artificial intelligence (AI), robotics and the Internet of Things (IoT), among others. Moreover, the growing adoption and utilisation of these new technologies have altered not only how we communicate and interact with each other, but also how illegal and harmful online content is produced and distributed in cyberspace (Brkan, 2019). The rapid proliferation of this illegal and harmful online content has consequently raised concerns about the regulation of online content and irresponsible internet user behaviour in the cyberspace. It is unclear how this relates to content governance.

AI Technology Concerns (User Perspectives)

Although AI systems and technologies have plenty of benefits, scholars such as Brkan (2019) and Marsden, Meyer and Brown (2020) have raised ethical concerns, exposing human rights challenges as well as the subversion of democratic principles in political processes, especially in young and emerging democracies. According to Bradshaw and Howard (2018) and Ndlela (2020), these concerns include: the infringement of user privacy; the personalisation of online content, resulting in partial information blindness (filter bubble); algorithmic unfairness, which may lead to discriminatory practices such as gender and racial biases; audio/audio-visual manipulation without internet user consent; and also potential user manipulation. Scholars further note that AI communication technologies have also been employed to carry out nefarious activities such as the creation and distribution of fake news using deep fakes, micro-profiling, illegal data harvesting, hate speech amplification using bots and fake accounts, pushing clickbait content to optimise social media consumption, and the misuse of online platforms for foreign influence operations (Bradshaw & Howard, 2018; Howard, Woolley & Calo, 2018).

A note on terminology: The phrase artificial intelligence (AI) as used in this article broadly refers to computer systems that can perform tasks associated with intelligent beings, implying the ability of a system to perform tasks characteristic of human intelligence, such as learning and decision-making.
Effect of AI Technology Concerns
The effect of these ethical concerns, especially on politics and democracy, has been evident during general elections cycles in Western countries, as well as in sub-Saharan Africa. In their 2018 global inventory of organised social media manipulation, Bradshaw and Howard (2018) noted that in most of the 48 countries surveyed (which included African states such as Egypt, Kenya, South Africa and Zimbabwe), the use of online platforms to sabotage elections and weaken the public trust in democratic institutions was a widespread phenomenon. In 30 out of the 48 countries examined, they established evidence of political bots, data analytics and AI being employed to poison the information ecosystem, polarise the voting areas and advance scepticism and distrust of the electoral institutions, consequently undermining the integrity of these democratic processes (Bradshaw & Howard, 2018). These findings were similar to those of Milan and Treré (2019) and Ndlela (2020), who noted that, in some of the emerging African democracies, the state actors employed the power of algorithms and bots in communicating their campaign messages, with some of these messages bordering on hate speech and incivility. In so doing, they altered public perceptions of the political reality at the time and consequently created a misguided and misinformed electorate (Mare, 2018).

Debates on the Janus face of AI in Content Governance
Several debates have emerged on the utilisation of AI technologies in content governance. This article adopts Vafopoulos’s (2006) analysis of the Janus face of AI technologies to explore these debates. Vafopoulos’s (2006) analysis acknowledges AI technological benefits as reflected in the knowledge-based development of the technology, while its negative effects are exposed by human rights and personal privacy violations. Knowledge is considered a valuable input and output of the processes of societal development.

In the context of AI systems, it is imperative to note that they provide a very stable, powerful and cost-beneficial solution to prevent illegal and harmful content in cyberspace. Llansó, Van Hoboken, Leeressen and Harambam (2020) observe that this is done through automated detection of the potentially illegal or harmful online content and subsequently the automated evaluation and enforcement of a decision to remove, label/tag, demote, demonetise or prioritise the content in question. In contrast, those arguing against AI technologies note that the utilisation of AI in content governance exposes the technical realities of content filtering, which at times infringes on the protection of the freedom of expression and privacy as espoused in the international human rights law framework and pronounced in the Universal Declaration of Human Rights (Llansó et al., 2020).
Gillespie (2020), in supporting the use of AI in content governance, notes that it serves as the perfect solution to the growing challenges associated with the large quantity, velocity and variety of user-generated data. This is in addition to the rise in incidents of online content violations, the consequences of the online harms extending beyond the platforms, and the increased criticisms of the platforms for failures to govern the content on their platforms. Moreover, the global impact of the COVID-19 pandemic further has compelled most of the online platforms to heavily utilise AI in content governance. This is after sending most of their content moderating staff to operate from home (Magalhães & Katzenbach, 2020).

In the recent past, governments and social media platforms have adopted and funded proactive detection and automated evaluation initiatives governing online content, especially on social media platforms. This has been done through AI-assisted fact-checking mechanisms to complement human fact-checking in the identification, verification and correction or deletion of online content, especially on social media platforms (Cartwright, Weir & Frank, 2019). In addition, AI content-moderation solutions have also been utilised for the effective removal of illegal and harmful online text, such as hate speech, sexual content, and child abuse, violent and terroristic content. They have also been successful in the identification and removal of fake bot accounts through bot-spotting and bot-labelling techniques (Cartwright et al., 2019; Graves, 2018).

Other than texts, AI technologies have also been employed in automated image detection and identification. These approaches have been used to detect the presence of certain features or elements in an image, such as logos, symbols, nudity or weapons (Afchar et al., 2018). Other advanced AI tools use skin tone detection together with image parsing processes to identify body parts distribution as well as faces, thus generating classifiers that detect and identify nudity and sexual activities (Bonomi, Pasquini & Boato, 2020). Technologies like hash matching, generative adversarial networks (GAN) and optical character identification tools have also been useful in the detection of manipulated images and videos (Yu, Davis & Fritz, 2019). These few but important instances illustrate the potential of AI to be fully leveraged with a high accuracy rate in governing online content.

On the flip side, given that the AI models are still under development and refinement, there have been some unintended repercussions, such as instances of false positives (flagging content as objectionable when it is not) as well as false negatives (missing content that should have been classified as objectionable). The upshot of the false positives is that it ends up causing a chilling effect, infringing on the freedom of expression and censorship of legitimate online content. On the other hand, the false negatives fail to address illegal and harmful online content and may also
cause a chilling effect on some people or groups’ inclination towards online participation, therefore limiting digital inclusivity (Marsden & Meyer, 2019).

Graves (2018) notes that some of the mislabelled online content could be caused by concepts not yet mastered by the AI content moderation systems, such as linguistic barriers, human conceptualisations of sarcasm or irony, as well as country-specific cultural and political contexts. Lee, Resnick and Barton (2019), in addressing the human conceptualisation of AI systems, further note that system biases can emanate from the programmers who design and train the algorithms, or from incomplete, flawed or unrepresentative data. Llansó et al. (2020) caution that, if left unchecked, data that has been influenced by real-world inequalities and biases can have very dire consequences, such as reflecting or amplifying existing inequalities, failing to address harm, or causing illegitimate silencing of some people or groups. This leads us to the question of whether AI indeed is truly free from human error and bias.

**Content Governance Implications for African Digital Sovereignty**

It is indisputable that AI systems have become important to human communication. This is because the use of algorithms has revolutionised the way we access information, communicate, and interact with each other across time and space (Hancock, Naaman & Levy, 2020). That being said, however, it is unfortunate that in most sub-Saharan countries, the deployment of AI is still in its infancy. The majority of people are not even aware of the privacy concerns and/or the need to guard their information online. In addition, there is a dearth of comprehensive AI content governance frameworks to govern illegal and harmful online content in sub-Saharan Africa (Besaw & Filitz, 2019). The need for transparency and accountability, especially by social media platforms, has also been noted by several scholars (Common, 2020; Nahmias & Perel, 2021; Udupa et al., 2021). However, we must be cognisant that most of the cyber laws and data protection acts in some African states exempt the platforms from liabilities for illegal and harmful content on their platforms, and conveniently shift the consequences to the users. The above issues point to the few challenges that hinder sub-Saharan Africa from claiming sovereignty in the online content governance game.

As we advance an African narrative on digital sovereignty, we must shift our attention and focus from being mere consumers of these innovative communication technologies and actively participate in the design and creation of AI content-governance tools. Doing so will give African states more leverage to demand sovereignty for the governance of online content from their countries. Tworek’s (2019) proposal for the formation of social media councils calls for an inclusive, multistakeholder solution to address the challenges of content governance in cyberspace. From an African perspective, this would entail all the players, be it private individuals, content creators,
investors – everyone who can participate in AI – focusing on being a part of the game and then demanding sovereignty.

African governments can play an active role by supporting these multistakeholder initiatives through their participation and also in giving policy direction that protects the local needs and interests of the African people. Also, in allowing the social media platform corporations to operate in their jurisdictions, African governments should insist on further collaborations between the social media platform corporations and African communities in defining the policies that will guide the AI in online content moderation. This implies advocating for people-centric efforts from the social media platform corporations to include ways to involve communities in the process of training AI systems and defining and designing the platform content regulations. Consequently, these regulations that the AI systems must enforce should reflect local and cultural realities in the African context.

**Conclusions**

This article recognises the central role of AI as a pivotal tool in defending the right to access information, as well as freedom of expression and its underlying values. AI is crucial in creating conditions for vibrant and robust democratic interactions and exchanges on online platforms. However, it also has the potential to infringe on fundamental human rights. Consequently, our quest to advance African digital sovereignty in online content governance demands that African governments play a proactive role and work together with the relevant AI stakeholders in harnessing AI technology for content governance. There is a dire need for collaborations and multi-stakeholder initiatives in developing rigorous and transparent processes to streamline and consistently incorporate diverse and potentially conflicting human feedback into the development of AI for content moderation.

The creation of an active and powerful African-centred multi-stakeholder initiative is therefore important to disrupt the existing inequalities and also to guarantee the required accountability and transparency in African content governance. In a cyberspace dominated by Western-based platforms and organisations, it becomes very important to represent and protect the interests and needs of African people. This is necessary because online content from the African continent ought to be governed according to African values, uniqueness, culture and philosophies.
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